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Outline
• 3D classical XY model: 

- general understanding. 
• 3D classical clock model: 

- dangerously irrelevant field and two length scales; 
- Monte Carlo renormalization flows. 

• 2D quantum clock model: 
- Same critical properties; 
- different U(1) to Z(q) scaling behavior; 
- mapping to 3D classical anisotropic clock model; 

• Conclusions.



• Hamiltonian: 

• Phase digram:   

• Low energy effective model: 

- In the disordered phase,  

- Around Tc, 

- In the ordered phase, 
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• RG picture: 

Three fixed points: 
- T>Tc, Gaussian fixed point (G); 
- T=Tc, XY universality class fixed point (XY); 
- T<Tc, Nambu-Goldstone fixed point (NG).

3D classical XY model

  G                         XY                     NG        u        

λi   T>Tc     T=Tc       T<Tc



• Different calculations of the critical exponents:  

3D classical XY model

Method Reference

perturbation series at fixed dimension 
including seven–loop contributions J. Phys. A 31, 8103 (1998) 0.6703(15) 0.0354(25) 

ε-expansion at order ε5 J. Phys. A 31, 8103 (1998) 0.6680(35) 0.0380(50) 

first-order non-perturbative RG Phys. Rept. 363, 223 (2002) 0.704 0.049

Experiments on helium Low Temp. Phys.93, 131 (1992) 0.6705(6)

high temperature expansions+MC PRB 74, 144506 (2006) 0.6717(1) 0.0381(2)

Monte Carlo PRB 100, 224517 (2019) 0.67169(7) 0.03810(8)

conformal bootstrap JHEP 06, 142 (2020) 0.67175(1) 0.038176(44)

⌫
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!L!64, we spent roughly the same amount of CPU time for
each lattice size. For L!64 the statistics is 2.73"106 mea-
surements.
We determine the amplitude of the corrections to scaling

for R̄ with R1,f!(Za /Zp) f!0.3202 and R2!U4. Other
choices lead to similar results. We fit our numerical results
with the ansatz "36#, where we fix $!0.8. The results are
given in Table VIII.
Note that the results for R̄* are consistent with the result

obtained from the joint fit of the two improved models. In
Table VII we obtained, e.g., R̄*!1.243 01(8) with Lmin
!20 and Lmax!80.
Corrections to scaling are clearly visible, see Fig. 1. From

the fit with Lmin!20 and Lmax!64 we obtain c̄3
!#0.1048(22). For the following discussion no estimate of
the possible systematic errors of c̄3 is needed. Comparing
with Eq. "38#, we see that in the "approximately# improved
models the amplitude of the leading correction to scaling is
reduced by a factor of at least 20. Note, that even if this
result was obtained by considering a specific observable, U4
at fixed Za /Zp , the universality of the ratios of the sublead-
ing corrections implies the same reduction for any quantity.
In the following section we will use this result to estimate the
systematic error on our results for the critical exponents.

F. Critical exponents from finite-size scaling

As discussed in Sec. II B, we may use the derivative of
phenomenological couplings taken at % f in order to deter-
mine yt . Given the four phenomenological couplings that we
have implemented, this amounts to 16 possible combina-
tions. In the following we will restrict the discussion to two
choices: in both cases we fix % f by (Za /Zp) f!0.3202. At % f
we consider the derivative of the Binder cumulant and the
derivative of Za /Zp . In Table IX we summarize the results
of the fits with the ansatz

&R
&%

!% f
!cL1/' "39#

for the (4 model at )!2.1, the dd-XY model at D!1.03,
and the standard XY model.
We see that for the same Lmin and Lmax the statistical error

on the estimate of ' obtained from the derivative of Za /Zp is
smaller than that obtained from the derivative of U4. On the

TABLE VIII. Corrections to scaling in the standard XY model
for R̄ with R2!U4 and R1,f!(Za /Zp) f!0.3202. We use the ansatz
"36# with $!0.8 fixed.

Lmin Lmax *2/DOF R̄* c̄3

12 64 1.78 1.2432"1# #0.1120(7)
16 64 0.73 1.2430"1# #0.1087(13)
20 64 0.38 1.2427"2# #0.1048(22)
24 64 0.24 1.2429"2# #0.1083(34)
12 32 2.32 1.2433"1# #0.1124(8)

FIG. 1. Corrections to scaling for the dd-XY model at D!0.9,
1.03, and 1.2, and for the standard XY model. We plot R̄ with
R1,f!(Za /Zp) f!0.3202 and R2!U4 as a function of the lattice
size. The dotted lines should only guide the eye.

TABLE IX. Fit results for the critical exponent ' obtained from
the ansatz "39#. In all cases % f is fixed by (Za /Zp) f!0.3202. We
analyze the (4 model at )!2.1, the dd-XY model at D!1.03, and
the standard XY model. We consider the slope of the Binder cumu-
lant U4 and of the ratio of partition functions Za /Zp . We included
all data with Lmin!L!Lmax into the fit.

Lmin Lmax *2/DOF '

(4 model: derivative of U4
7 80 1.17 0.67168"12#
9 80 0.79 0.67188"15#
11 80 0.85 0.67181"19#
16 80 0.98 0.67192"34#

(4 model: derivative of Za /Zp
12 80 3.01 0.67042"9#
16 80 1.61 0.67104"15#
20 80 1.04 0.67139"22#
24 80 0.54 0.67194"32#

dd-XY model: derivative of U4
7 80 2.06 0.67258"12#
9 80 1.13 0.67216"15#
11 80 1.19 0.67209"19#
16 80 0.97 0.67154"31#

dd-XY model: derivative of Za /Zp
12 80 1.89 0.67017"9#
16 80 1.60 0.67046"14#
20 80 0.79 0.67099"21#
24 80 0.80 0.67113"30#

XY model: derivative of U4
12 64 4.48 0.66450"28#
16 64 1.30 0.66618"42#
20 64 0.54 0.66740"63#

XY model: derivative of Za /Zp
12 64 1.33 0.67263"13#
16 64 0.69 0.67300"19#
20 64 0.30 0.67325"30#
24 64 0.25 0.67327"41#

MASSIMO CAMPOSTRINI et al. PHYSICAL REVIEW B 63 214503

214503-10

• Monte Carlo Simulations: 
- Corrections exist in simulations 
   of the standard XY model: 

 leading order                       .  
• Adding a term corresponding to  

the leading correction field: 

ordered phase and the phase transition not changed; 
corrections being eliminated.

Campostrini et. al., PRB (2001).

3D classical XY model
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! = 0.785!20" , !34"

which includes !almost" all results for the interval 10"L
"24.

F. Determination of !* and D*

To begin with, in Fig. 2 we show results for Ū4 and R̄# at
fixed RZ=0.3202, for various values of $ in the %4 model, of
D in the ddXY model, and in the standard XY model, vs L−!

with !=0.785. They show a clear evidence of the leading
scaling corrections, and of the existence of optimal values
$*,D* of $ and D for which they are suppressed. We also
note that R̄# is subject to larger next-to-leading scaling cor-
rections; we shall return to this point later.

In order to determine $* and D*, we mainly use our data
generated for $=2.07 and D=1.02. We fit them using various
Ansätze. The most simple one is

R̄ = R̄* + cL−!, !35"

where R̄ is defined in Eq. !30". Equation !35" includes only
leading corrections to scaling; we fix !=0.785 as previously
obtained. We may also include subleading corrections to
scaling. As we mentioned in Sec. III, there are several scal-
ing corrections that have similar exponents with 1.8&!i
&2.0. Of course, it is impossible to distinguish these correc-
tion terms and in the fits we have included a single effective

next-to-leading term with an exponent that we still indicate,
for notational simplicity, with !2. Thus, we consider

R̄ = R̄* + cL−! + eL−!2, !36"

and use either !2=1.8 or !2=2.
We first perform fits of types !35" and !36" for the two

models %4 and ddXY separately. As R̄ we consider Ū4 at
fixed RZ, Ū4 at fixed R', Ū6 at fixed RZ, Ū6 at fixed R', and
R̄# at fixed RZ. The results for R̄*are, as required by univer-
sality, consistent for the two models. Hence we take our final
results from joint fits of the results for both models. For
instance, in a joint fit with Ansatz !35" there are three free
parameters: R̄* and two correction-to-scaling amplitudes, one
for the %4 and one for the ddXY model.

In order to determine $* !and analogously D*", we assume
c!$" to be linear in the neighborhood of $* and write

c!$" # c1!$ − $*" , !37"

so that

$* = $ −
1
c1

c!$" . !38"

We use $=2.07, the value for which we have most of the
simulations, and determine c1 by using

c1 = $!c

!$
$

$=$*
#

c!$ = 2.3" − c!$ = 1.9"
2.3 − 1.9

. !39"

In the ddXY model we use the same formulas with D=1.02
and

c1 = $!c

!D
$

D=D*
#

c!D = 1.2" − c!D = 0.9"
1.2 − 0.9

. !40"

In order to determine c!$" and c!D", we fix !=0.785 !and, to
estimate errors, !=0.765, !=0.805". The results of the fits
with Ansatz !33" for !=0.785 are summarized in Table IV.
The final estimate is taken from the fits with 12"L"24. The
comparison with the fits with 6"L"12 gives us an idea of
the error due to subleading corrections. It is small enough to
be ignored in the following.

We also checked whether the linear approximation is suf-
ficiently accurate by determining the derivatives !39" and
!40" from other pairs of values of $ and D. The error due to
the linear extrapolation is approximately 10%, which is neg-
ligible for the purpose of determining $* and D*. In Fig. 3 we
plot the results for $* and D* as functions of the Lmin used in
the fits to !35" and !36". The results of the fits to Eq. !35"
show a systematic drift and become stable only for Lmin
=30. This systematic variation is mostly due to the next-to-
leading corrections and indeed fits to Eq. !36" are less depen-
dent on Lmin and give fully consistent results. As our final
results we quote

$* = 2.15!5", D* = 1.06!2" , !41"

which correspond to

FIG. 2. !Color online" Ū4 !above" and R̄# !below" at fixed RZ
=0.3202 for various values of $ !%4 model", D !ddXY model", and
the standard XY model, vs L−! with !=0.785.

THEORETICAL ESTIMATES OF THE CRITICAL EXPONENTS… PHYSICAL REVIEW B 74, 144506 !2006"
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• Hamiltonian: 

In the h=0 or            limit, back to XY model; 
In the              limit, XY interaction with    pointing to q directions. 

• Phase digram For q>=4:   

- the phase transition belongs to 3D XY universality class. 

- Z(q) field is irrelevant at the critical point but relevant in the 

ordered phase — Dangerously Irrelevant Field.

Nelson, PRB (1976). 

3D classical clock model

H = �
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• Perturbation of the effective model 
- At critical point: 

Scaling dimension of λq based on ε-expansion, 

yq<0 when q>=4, λq is irrelevant. 
- In the ordered phase: 

Taylor expansion indicates the relevance of the Z(q) field for 
any value of q.

  Oshikawa, PRB (2000).
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• RG flow 

- Crossover from the NG fixed point to the Z(q) symmetry 
breaking fixed point; 
- A larger length scale:              , when                     , the system 
looks U(1) ordered; 
- Different proposals of the scaling relation with                .

Oshikawa, PRB (2000). Okubo et. al., PRB (2015). Lonard et. At., PRL (2015).
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Scaling relation for dangerously irrelevant symmetry-breaking fields

Tsuyoshi Okubo,* Kosei Oshikawa, Hiroshi Watanabe, and Naoki Kawashima
Institute for Solid State Physics, University of Tokyo, Kashiwa 5-1-5, Kashiwa 277-8581, Japan
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We propose a scaling relation for critical phenomena in which a symmetry-breaking field is dangerously
irrelevant. We confirm its validity on the six-state clock model in three and four dimensions by numerical
simulation. In doing so, we point out the problem in the previously used order parameter, and present an
alternative evidence based on the mass-dependent fluctuation.

DOI: 10.1103/PhysRevB.91.174417 PACS number(s): 75.40.Cx, 05.70.Fh, 75.10.Hk, 75.40.Mg

Irrelevant scaling fields are ubiquitous. While they play
minor roles in most cases, some of them are quite relevant
in the usual sense of the word. A textbook example is the φ4

term in the φ4 theory above the upper critical dimension [1]. In
the present article we discuss cases where such a dangerously
irrelevant scaling field reduces the symmetry of the system,
and demonstrate that it yields a new scaling relation.

Consider a renormalization-group flow diagram including
two fixed points; one describing the critical point and the other
the ordered phase. In principle it is possible that some irrelevant
perturbative field at the critical fixed point contains some
scaling field that is relevant at one of the two. In particular,
when the perturbation is symmetry reducing, it can happen
that both fixed points lie on the same manifold characterized
by zero of the perturbative field as illustrated in Fig. 1. In
such cases, even if the perturbation almost dies out at some
length scale, say ξ , it may recover its amplitude at a larger
length scale, say ξ ′. When the system size is between the two
scaling lengths, ξ " L " ξ ′, the system may look ordered
but still no effect of the symmetry breaking is visible. It
may then appear that an intermediate phase exists where the
system acquires an emergent symmetry. A classical example
of this type of renormalization group flow is the q-state
clock model in three dimensions [2], and its continuous-spin
counterpart.

In fact, such an intermediate phase really exists in two
dimensions [3]. However, based on the Monte Carlo simulation
results, Miyashita [4] suggested a simpler scenario for the
three-dimensional case. Furthermore, Oshikawa [2] pointed
out that the existence of the intermediate phase is very
unlikely because the low-temperature phase is already ordered
in the pure model in three dimensions, and that the whole
low-temperature phase is controlled by the zero-temperature
fixed point, in contrast to the two-dimensional case. The
two-dimensional quantum SU(N ) Heisenberg model may offer
a quantum-mechanical example. While the ground state of
this model is the Néel state up to N = 4, the valence bond
solid state takes over for N ! 5 [5]. When described in terms
of effective spins representing the direction of the ordered
valence bond pattern, the system can be regarded as a model
analogous to the clock model. It was discovered that the order
parameter distribution function is almost circularly symmetric,
indicating the extremely small effect of the anisotropy. Later,

*t-okubo@issp.u-tokyo.ac.jp

an additional term was introduced [6–8] to control the
quantum fluctuation and drive the system to the true transition
point.

It is now widely accepted that in three dimensions there is no
partially ordered phase with the emergent symmetry. However,
disagreement still persists concerning the scaling relation that
relates the scaling exponent ν ′ that characterizes the longer
correlation length and ν characterizing the shorter correlation
length. In this article we propose a new general scaling relation
and verify its validity by Monte Carlo simulation of the XY
model with the Zq scaling field. To verify the validity of the
new scaling relation, below we first present the numerical re-
sults of the anisotropy order parameter, often referred to as φ6,
suggesting that previously proposed scaling relations do not
actually hold. We further argue that, unlike the conventional
finite-size scaling, the scaling plot of φ6 is not fully supported
by a renormalization group picture; we present a more com-
plete scaling argument supported by Monte Carlo simulation.

Previously, a scaling relation was proposed by Ueno
et al. [9] and by Oshikawa [2]. Their argument is based on
the basic assumption that there is a well defined domain
wall splitting the whole system and the excess free-energy
caused by the domain walls is the scaling variable. The excess
free-energy density per area of the domain wall may be given
by the symmetry-breaking field renormalized up to the scale of
the locally correlated volume λ(ξ ) ∼ λξ yλ (yλ represents the
scaling exponent of the symmetry-breaking field at the critical
fixed point). The total domain-wall free-energy then may be
Ld−1λ(ξ ) ∼ (L/ξ−yλ/(d−1))d−1. This yields

ν ′

ν
= −yλ

d − 1
. (1)

Lou, Sandvik, and Balents [10] presented a similar argument,
but they argued that the effect of the anisotropy free-energy
comes from the volume instead of the domain walls. Therefore,
they multiply the renormalized field by the number of
correlated volumes, to obtain (L/ξ )dλξ yλ = λ(L/ξ 1−yλ/d )d .
This means

ν ′

ν
= 1 + −yλ

d
. (2)

Here we present another scaling relation that is more
general and differs from the previous ones. We again consider
the generic renormalization group flow of Fig. 1. The bare
Hamiltonian is along the short line near the point “A”
parametrized by t so that t = 0 corresponds to the critical
point. If we start from the point t = 0 on this line, the

1098-0121/2015/91(17)/174417(4) 174417-1 ©2015 American Physical Society

iiin⌫, ⌫0, yq

<latexit sha1_base64="I3ECCafFPZMRx99eGZZElbiM/fc=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkV0UUoiFcVVwY3LFuwD2lKSdFpD8zKZKKUobv0Bt/pX4h/oX3hnnIJaRCfM5My595yZO9eOPDfhhvGa0ebmFxaXssu5ldW19Y385lYjCdPYYXUn9MK4ZVsJ89yA1bnLPdaKYmb5tsea9uhMxJvXLE7cMLjg44h1fWsYuAPXsThRnU6QFmnuF8e9q16+YJQMOfRZYCpQgBrVMP+CDvoI4SCFD4YAnLAHCwl9bZgwEBHXxYS4mJAr4wy3yJE2pSxGGRaxI1qHtGsrNqC98Eyk2qFTPJoxKXXskSakvJiwOE2X8VQ6C/Y374n0FHcb099WXj6xHJfE/qWbZv5XJ2rhGOBE1uBSTZFkRHWOcknlq4ib61+q4uQQESdwn+IxYUcqp++sS00iaxdva8n4m8wUrNg7KjfFu7glNdj82c5Z0DgsmeXSUa1cqJyqVmexg10cUD+PUcE5qqiTd4RHPOFZq2k32p12/5mqZZRmG9+G9vABLG6TuQ==</latexit>



• Monte Carlo renormalization flows: 
- Works in the space of physical observables corresponding to 
the given fields . By increasing the system size, observables 
approach their thermal dynamic values according to the scaling 
exponents      . 
- Finite size scaling can be considered as an example. 

Shao , Guo and Sandvik, PRL (2020). Patil , Shao, Sandvik , arXiv:2009.03249 (2020).
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Unconventional U(1) to Zq cross-over in quantum and classical q-state clock models
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We consider two-dimensional q-state quantum clock models with quantum fluctuations connecting
states with all-to-all clock transitions with di↵erent choices for the matrix elements. We study the
quantum phase transitions in these models using quantum Monte Carlo simulations and finite-size
scaling, with the aim of characterizing the cross-over from emergent U(1) symmetry at the transition
(for q � 4) to Zq symmetry of the ordered state. We also study classical three-dimensional clock
models with spatial anisotropy corresponding to the space-time anisotropy of the quantum systems.
The U(1) to Zq symmetry cross-over in all these systems is governed by a so-called dangerously
irrelevant operator. We specifically study q = 5 and q = 6 models with di↵erent forms of the
quantum fluctuations and di↵erent anisotropies in the classical models. In all cases, we find the
expected classical XY critical exponents and scaling dimensions yq of the clock fields. However, the
initial weak violation of the U(1) symmetry in the ordered phase, characterized by a Zq symmetric
order parameter �q, scales in an unexpected way. As a function of the system size (length) L,
close to the critical temperature �q / Lp, where the known value of the exponent is p = 2 in
the classical isotropic clock model. In contrast, for strongly anisotropic classical models and the
quantum models we find p = 3. For weakly anisotropic classical models we observe a cross-over
from p = 2 to p = 3 scaling. The exponent p directly impacts the exponent ⌫0 governing the
divergence of the U(1) to Zq cross-over length scale ⇠0 in the thermodynamic limit, according to
the relationship ⌫0 = ⌫(1 + |yq|/p), where ⌫ is the conventional correlation length exponent. We
present a phenomenological argument for p = 3 based on an anomalous renormalization of the clock
field in the presence of anisotropy, possibly as a consequence of topological (vortex) line defects.
Thus, our study points to an intriguing interplay between conventional and dangerously irrelevant
perturbations, which may a↵ect also other quantum systems with emergent symmetries.

I. INTRODUCTION

Emergent symmetries in quantum critical systems have
been the subject of numerous recent discussions in con-
densed matter physics [1–19] and more generally in quan-
tum field theory [20–23] and the conformal bootstrap [24–
26]. An emergent symmetry is often associated with a
length scale ⇠0 above which the symmetry is violated as
a consequence of a so-called dangerously irrelevant (DI)
perturbation close to a continuous phase transition [27–
29]. This cross-over scale diverges faster upon approach-
ing the critical point than the conventional correlation
length ⇠. The scenario of deconfined quantum-critical
points in two-dimensional (2D) quantum magnets is a
prominent example [5–14], where a DI operator leads
to emergent U(1) symmetry [30] of the Z4 [6, 7, 31] or
Z3 [8, 32] order parameter of a dimerized (valence-bond
solid, VBS) phase. Here the lattice itself imposes the
discreteness of the microscopic order parameter (trans-
lating to tripled or quadrupled monopoles in the field
theory [33]), but macroscopically the order appears U(1)-
like when coarse grained on length scales below ⇠0.

⇤ pranayp@bu.edu
† huishao@bnu.edu.cn
‡ sandvik@bu.edu

DI perturbations of this kind are better known from
classical models, with a prototypic example being three-
dimensional (3D) q-state clock models with q � 4 [34–47].
As illustrated in Fig. 1, the discreteness of the allowed
spin angles, or the presence of a soft q-fold symmetric
potential, constitutes an irrelevant perturbation of the
XY model at the critical point, where the angular fluc-

G                       XY                                NG                 

φq Zq

U

T>Tc     T=Tc    T<Tc

FIG. 1. Schematic RG flow diagram for the 3D clock model
[47] in the space of the Binder cumulant U and the Zq order
parameter �q. Darker squares denote larger systems and the
flow is from small to large sizes. The fixed points are the
paramagnetic Gaussian point G (reached for T > Tc), the
critical XY point (reached at Tc), the U(1) symmetry breaking
NG point (which the system approaches closely if T < Tc
in the neighborhood of Tc), and the ordered Zq symmetry
breaking point (reached asymptotically for all T < Tc).
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• Corresponding physical observables: 
                  Temperature                                      Z(q) field 
                Binder cumulant                     Angular order parameter

U = 2� hm4i/hm2i2

2

with Zq-anisotropic field:

H = �
X

hi,ji

cos(✓i � ✓j)� h

X

i

cos(q✓i) (1)

where ✓ 2 [0, 2⇡). When h ! 1 it becomes the so-called
clock model where the spins can only point to directions
✓ = 2⇡i/q with i = 1, 2, . . . , q. Based on previous studies
[1, 2], the Zq-anisotropic field is perturbatively irrelevant
when q >= 4, while in the clock limit it is only irrelevant
for q >= 5 and the Z4 clock model belongs to the 3D Ising
universality class [3]. In this paper we will use several
values of q and h to give complete and convincing results
of our study.

We first study the scaling dimensions yq of the Zq

anisotropic field at the critical point. Previously it was
calculated by field theory for various q values [1, 4], while
numerical calculation based on the measurement of the
Zq anisotropy correlators in the standard 3D XY model
is only available for q = 4 [2], later extrapolated to larger
q values [5]. We summarize the above results and com-
pare with ours in Table I . To get yq numerically, We
firstly tried to extract it using the correlation of the Zq-
field operator at the critical point in the standard 3D XY
model (similar to [2]). As shown in the first section of
supplemental material [6], since the Zq field is irrelevant
for q >= 4, i.e., a decay power larger than 6 for the corre-
lation function, which makes it almost impossible to get
statistics good enough for the data fitting.

Here we propose a di↵erent measurement, which over-
comes the problem of extremely small values of the ob-
servables and makes it much easier to get the scaling
dimensions of the Zq-irrelevant field. We argue that the
same ideas can also be applied to other kinds of irrel-
evant fields with interest. Including the Zq-anisotropic
term into the Hamiltonian, namely for models in Eq. (1)
instead of the XY model, starting with

mx =
1

N

NX

i=1

cos(✓i), my =
1

N

NX

i=1

sin(✓i). (2)

and m =
q
m2

x +m2
y, a ”global” angle ✓ =

arccos(mx/m) is defined from the ”space averaged” mag-
netization components, and the angular order parameter
is defined as

�q = hcos(q✓)i. (3)

This quantity counts the angle fluctuation of the ”total
magnetization”, so at the critical point the decay power
should be the same as scaling dimensions yq of the Zq-
irrelevant field. But in the Zq symmetry breaking phase,
the zq field is relevant and �q becomes a dimensionless
quantity and scales to 1.

We point out that this kind of angular order param-
eter was already used to study the second length scale

TABLE I. Scaling dimensions of the Zq-irrelevant field at the
critical point for q = 4, 5, 6. Previous results are from the
first-order ✏ expansion [1], high-order field-expansion based
on the nonperturbative renormalization group [4], and Monte
Carlo simulations of the decay exponent of the correlators [2]
along with its polynomial extrapolation[5]. Our measurement
is shown in FIG. 1.

yq
q

4 5 6

[1] -0.2 -1.5 -3.0
[4] -0.114 -1.16 -2.29

[2, 5] -0.108(6) -1.25 -2.5
this paper -0.114(2) -1.27(1) -2.55(6)

⇠
0 [5, 7, 8]. But in [7, 8] the definition is di↵erent:
mq = hm cos(q✓)i, which is the combination of both the
angular and the amplitude, making the analyses a bit
unclear. Moreover, it was not realized in these previous
studies that at the critical point this quantity is the direct
response of the Zq-irrelevant field.

Fig. 1 show our results for several q values at the criti-
cal temperature, which we have extracted from the finite
size scaling of the standard Binder cumulant and summa-
rized in the second section of the supplemental material
[6]. we fit the MC data with a power law form �q ⇠ L

�yq

and the fitted results of the exponents are summarized in
Table. I. For q = 4, as discussed in the beginning, the Zq

field should only be irrelevant for relatively small h val-
ues, in fact, as shown in [8], for h = 2 the phase transition
seems to have a di↵erent universality class. So we have
chosen h = 1 to be on the safe side. Our simulation is up
to linear system size L = 120 and to annihilate the e↵ect
of higher order corrections the smaller systems are ex-
cluded until we get a good fit. Our result y4 = �0.114(2)
agrees well with former numerical results [2] but the er-
ror bar is three-times smaller. It is the same as the value
from the high-order field-expansion based on the non-
perturbative renormalization group [4]. For q = 5, we
have used several q values and a joint fit was applied
with a common exponent but di↵erent prefactors for dif-
ferent h, The smallest system with L = 8 is excluded
for the sake of good fit. Our results y5 = �1.27(1) are
the closest to the extrapolated values from the former
numerical calculation [5] but are di↵erent from the field
theory calculations [1, 4]. For q = 6, the decay exponent
is large enough that with L <= 32 we can already get
a good fit resulting y6 = �2.55(6). Again it agrees well
with the extrapolated values from the former numerical
calculation [5] but di↵ers from the field theory calcula-
tions [1, 4]. Comparing yq for the above q values we find
that first-order ✏ expansion overestimate the decay power
while high-order field-expansion based on the nonpertur-
bative renormalization group underestimate it,especially
for larger q.

In the ordered phase the Zq field becomes relevant as
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with Zq-anisotropic field:

H = �
X

hi,ji

cos(✓i � ✓j)� h

X

i

cos(q✓i) (1)

where ✓ 2 [0, 2⇡). When h ! 1 it becomes the so-called
clock model where the spins can only point to directions
✓ = 2⇡i/q with i = 1, 2, . . . , q. Based on previous studies
[1, 2], the Zq-anisotropic field is perturbatively irrelevant
when q >= 4, while in the clock limit it is only irrelevant
for q >= 5 and the Z4 clock model belongs to the 3D Ising
universality class [3]. In this paper we will use several
values of q and h to give complete and convincing results
of our study.

We first study the scaling dimensions yq of the Zq

anisotropic field at the critical point. Previously it was
calculated by field theory for various q values [1, 4], while
numerical calculation based on the measurement of the
Zq anisotropy correlators in the standard 3D XY model
is only available for q = 4 [2], later extrapolated to larger
q values [5]. We summarize the above results and com-
pare with ours in Table I . To get yq numerically, We
firstly tried to extract it using the correlation of the Zq-
field operator at the critical point in the standard 3D XY
model (similar to [2]). As shown in the first section of
supplemental material [6], since the Zq field is irrelevant
for q >= 4, i.e., a decay power larger than 6 for the corre-
lation function, which makes it almost impossible to get
statistics good enough for the data fitting.

Here we propose a di↵erent measurement, which over-
comes the problem of extremely small values of the ob-
servables and makes it much easier to get the scaling
dimensions of the Zq-irrelevant field. We argue that the
same ideas can also be applied to other kinds of irrel-
evant fields with interest. Including the Zq-anisotropic
term into the Hamiltonian, namely for models in Eq. (1)
instead of the XY model, starting with

mx =
1

N

NX

i=1

cos(✓i), my =
1

N

NX

i=1

sin(✓i). (2)

and m =
q
m2

x +m2
y, a ”global” angle ✓ =

arccos(mx/m) is defined from the ”space averaged” mag-
netization components, and the angular order parameter
is defined as

�q = hcos(q✓)i. (3)

This quantity counts the angle fluctuation of the ”total
magnetization”, so at the critical point the decay power
should be the same as scaling dimensions yq of the Zq-
irrelevant field. But in the Zq symmetry breaking phase,
the zq field is relevant and �q becomes a dimensionless
quantity and scales to 1.

We point out that this kind of angular order param-
eter was already used to study the second length scale

TABLE I. Scaling dimensions of the Zq-irrelevant field at the
critical point for q = 4, 5, 6. Previous results are from the
first-order ✏ expansion [1], high-order field-expansion based
on the nonperturbative renormalization group [4], and Monte
Carlo simulations of the decay exponent of the correlators [2]
along with its polynomial extrapolation[5]. Our measurement
is shown in FIG. 1.
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[1] -0.2 -1.5 -3.0
[4] -0.114 -1.16 -2.29

[2, 5] -0.108(6) -1.25 -2.5
this paper -0.114(2) -1.27(1) -2.55(6)

⇠
0 [5, 7, 8]. But in [7, 8] the definition is di↵erent:
mq = hm cos(q✓)i, which is the combination of both the
angular and the amplitude, making the analyses a bit
unclear. Moreover, it was not realized in these previous
studies that at the critical point this quantity is the direct
response of the Zq-irrelevant field.

Fig. 1 show our results for several q values at the criti-
cal temperature, which we have extracted from the finite
size scaling of the standard Binder cumulant and summa-
rized in the second section of the supplemental material
[6]. we fit the MC data with a power law form �q ⇠ L

�yq

and the fitted results of the exponents are summarized in
Table. I. For q = 4, as discussed in the beginning, the Zq

field should only be irrelevant for relatively small h val-
ues, in fact, as shown in [8], for h = 2 the phase transition
seems to have a di↵erent universality class. So we have
chosen h = 1 to be on the safe side. Our simulation is up
to linear system size L = 120 and to annihilate the e↵ect
of higher order corrections the smaller systems are ex-
cluded until we get a good fit. Our result y4 = �0.114(2)
agrees well with former numerical results [2] but the er-
ror bar is three-times smaller. It is the same as the value
from the high-order field-expansion based on the non-
perturbative renormalization group [4]. For q = 5, we
have used several q values and a joint fit was applied
with a common exponent but di↵erent prefactors for dif-
ferent h, The smallest system with L = 8 is excluded
for the sake of good fit. Our results y5 = �1.27(1) are
the closest to the extrapolated values from the former
numerical calculation [5] but are di↵erent from the field
theory calculations [1, 4]. For q = 6, the decay exponent
is large enough that with L <= 32 we can already get
a good fit resulting y6 = �2.55(6). Again it agrees well
with the extrapolated values from the former numerical
calculation [5] but di↵ers from the field theory calcula-
tions [1, 4]. Comparing yq for the above q values we find
that first-order ✏ expansion overestimate the decay power
while high-order field-expansion based on the nonpertur-
bative renormalization group underestimate it,especially
for larger q.

In the ordered phase the Zq field becomes relevant as
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• Flow Picture - clear illustration of  all the renormalization stages. 

• Valid two length scale hypothesis:

Shao , Guo and Sandvik, PRL (2020). 

derive the relationship from Eq. (1) and show how the
entire RG flow of two observables can be explained.
Models and observables.—We study three-dimensional

(3D) classical clock models on the simple cubic lattice,

H ¼ −
X

hi;ji
cosðθi − θjÞ − h

X

i

cosðqθiÞ; ð2Þ

with θ ∈ ½0; 2πÞ. Based on previous studies [8,10–16], for
q ≥ 4 the phase transition for fixed h at T ¼ Tc belongs to
the 3D U(1) universality class, i.e., the clock field h is
irrelevant. However, for T < Tc it is relevant, reducing the
order parameter symmetry from U(1) to Zq when observed
above the DIP length scale ξ0q.
In our MC simulations [17], for a given spin configu-

ration we computeMx ¼
P

i cosðθiÞ andMy ¼
P

i sinðθiÞ.
With M ¼ ðM2

x þM2
yÞ1=2 and Θ ¼ arccosðMx=MÞ, an

angular order parameter can be defined as

ϕq ¼ hcosðqΘÞi; ð3Þ

which becomes nonzero in response to the Zq field.
This quantity was used to study the length scale ξ0q
[10,11,13] (with a slightly different definition in
Refs. [10,13]), but here we will use it in a different way.
For T ≥ Tc, ϕq → 0 when L → ∞, while ϕq → 1 for
T < Tc. We will use ϕq in combination with the Binder
cumulant, U ¼ 2 − hM4i=hM2i2, which takes the limiting
forms U → 0 (T > Tc), U → 1 (T < Tc), and U → UXY ≈
0.757 (at T ¼ Tc with 3D XY universality [18]).
MCRG flows.—Figure 1 shows flows of ðU;ϕqÞL for the

q ¼ 6 “hard” model, i.e., h → ∞ in Eq. (2). Results for
q ¼ 4, 5 are discussed in Supplemental Material (SM) [19],
where we also determine TcðhÞ for q ¼ 4, 5, 6. The RG
process is manifested in the flows with increasing L of the

two observables at fixed T. The high-T Gaussian fixed
point (G) is at ðU;ϕqÞ ¼ ð0; 0Þ, the XY critical point at
ðUXY; 0Þ, the U(1) symmetry-breaking Nambu-Goldstone
(NG) point at (1,0), and the Zq symmetry-breaking point at
(1,1). For T ≥ Tc, we observe simple flows to the fixed
points, while for T < Tc there are two stages in the flow
away from the XY point: first toward the NG point and then
a NG to Zq crossover. While this multistage flow is
expected based on previous RG results [8,11,12], our
description with a phenomenological scaling function for
accessible observables provides a more practical and
intuitive framework for numerical simulations.
Scaling dimensions.—We first study the scaling dimen-

sion yq of the Zq field, following the red curve that tends to
the XY fixed point in Fig. 1. Previous MC estimates used Zq

anisotropy correlators in the pure XY model for q ¼ 4 [16].
Since the Zq field is irrelevant for q ≥ 4, the decay power
2Δq of the correlation function is larger than 6, which makes
it difficult to determineΔq accurately (see SM [19] for some
results). The decay of the induced ϕq is analyzed in Fig. 2 for
q ¼ 4, 5, 6 at selected h values. The results listed in Table I
demonstrate that ϕq scales as M ¼ Ldm in the general
discussion above, i.e., ϕq ∝ L−Δqþd ¼ L−jyqj.
For q ¼ 4, the Zq field may only be irrelevant for small

h; the hard model (h ¼ ∞) is equivalent to two decoupled
Ising models, and for h ¼ 2 the transition already seems to
not be in the XY universality class [13]. Here we use h ¼ 1.
Our simulations extend up to L ¼ 120 for q ¼ 4 but
smaller for larger q because of the long runs needed to
obtain sufficiently small error bars on ϕq. To reduce effects
of scaling corrections we have excluded small systems until
a good fit is obtained. Our result y4 ¼ −0.114ð2Þ agrees
well with the best previous numerical result [16], but the
error bar is smaller. It also matches a high-order non-
perturbative expansion [12]. For q ¼ 5, we have used joint

FIG. 1. MC RG flows for q ¼ 6. Each set of connected dots
represents a fixed T and sizes L ¼ 2; 3; 4;…. The sets for the
highest and lowest T and T ¼ Tc are shown with bigger dots in
black, red, and blue, respectively. The inset shows detailed flows
in the critical region.
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FIG. 2. Log-log plot of the critical angular order parameter ϕq
versus the linear system size L for several q and h values. The
fitting lines correspond to the power-law form ϕq ∝ L−jyqj and the
resulting exponents are summarized in Table I.
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C. RG flows and scaling function

Using MC results for �q and Um, we can investigate
four di↵erent types of RG flows using a diagram of the
kind shown schematically in Fig. 1. Here each trajectory
is for a particular value of t = Tc�T and corresponds to
a set of increasing system sizes. A small size marks the
start of the trajectory and increasing system size at fixed
t corresponds to lowering the energy scale (or increasing
the coarse-graining length scale). Pictorially, such a dia-
gram looks very much like a standard RG flow diagram
(see, e.g., Ref. [38, 41]), but it should be stressed that
we are not looking at flows of couplings, but of operators
conjugate to those couplings that are directly accessible
in simulations.

Two of the fixed points in Fig. 1 are stable as viewed
from the RG perspective—those corresponding to the
paramagnetic phase (Um = 0, �q = 0) and the ferro-
magnetic Zq breaking phase (Um = 1, �q = 1). The
critical XY point is unstable, and since it is associated
with emergent U(1) symmetry it is located in the flow
diagram at �q = 0, with the Binder cumulant taking a
universal value Umc between 0 and 1. Finally, the point
Um = 1, �q = 0 in the diagram is the unstable NG point,
where U(1) symmetry is spontaneously broken. The NG
point is the stable fixed point of the ordered phase of the
3D XY model without clock perturbation. It is never
reached asymptotically in the clock model but attracts
the flow to its neighborhood if T is close to Tc. The ulti-
mate flow away from the NG fixed point toward the Zq

point is governed by the exponent ⌫0
q
> ⌫.

An actual flow diagram based on high-quality simu-
lation data for the q = 6 clock model was presented in
Ref. [47], and various aspects of the flow were tested to
confirm the validity of an asymptotic scaling form

�q ⇠ �(tL1/⌫ , htL1/⌫0
q , hL�|yq|), (8)

describing the finite-size flows with two relevant argu-
ments and one scaling correction due to the irrelevant
clock field. Since �q = 0 if h = 0, an expansion in the
small irrelevant argument gives

�q ⇠ hL�|yq|�(tL1/⌫ , htL1/⌫0
q , 0), (9)

which for fixed h (which has an undetermined value in
the hard clock models used here) we simply write as

�q ⇠ L�|yq|�(tL1/⌫ , tL1/⌫0
q ), (10)

without the proportionality constant h (noting that there
are also other, unknown proportionality constants). We
note again that the condition x2 = tL1/⌫0 ⌧ x1 = tL1/⌫

can always be fulfilled, at least in principle, for large L,
and this condition is what allows us to analyze �(x1, x2)
in three distinct limits of the arguments; 1) x1, x2 ⌧ 1,
2) x1 � 1, x2 ⌧ 1, and 3) x1 � 1, x2 � 1.

Following the schematic flow diagram in Fig. 1 and
the quantitative scaling function Eq. (10) it can be seen

that two approximately scale invariant regions of the flow
diagram can be identified. The standard critical scale-
invariant behavior �q ⇠ L�|yq| applies when tL1/⌫ ⌧ 1,
i.e., for L ⌧ ⇠ (exemplified in Fig. 1 by the T = Tc

curve). The initial e↵ect of tL1/⌫ > 0 is an increase in
the cumulant Um, while �q continues to decay because
of the L�|yq| factor, thus steering the flow toward the
NG point. When x1 = tL1/⌫ grows further, its e↵ect
can initially be taken into account perturbatively as an
expansion of the scaling function �(x1, x2 = 0), and in
practice it was found that the leading e↵ect is to cause
a shallow minimum in �q followed by an increase [47]
(as we also discuss further below in Sec. II E). The value
of �q here is still small, and in Fig. 1 this stage is just
indicated by the curve segment close to the horizontal
axis in one of the T < Tc cases. For tL1/⌫ not small
but tL1/⌫0

q ⌧ 1, which corresponds to ⇠ ⌧ L ⌧ ⇠0
q
,

the second relevant argument in Eq. (10) can still be
neglected, while the first one should result in a power-
law behavior (exactly as in conventional finite-size scaling
with a single relevant field [53]); thus �q ⇠ L�|yq|(tL1/⌫)a

for some exponent a (on which we will elaborate further
below). The Binder cumulant flows further toward 1 as
the relative fluctuations of m diminish with increasing
system size when L > ⇠. This second scale invariant flow
can take us arbitrarily close to the NG point by choosing
t su�ciently small and using large enough system sizes.

Upon further increasing L, when tL1/⌫0
is no longer

small, i.e., L is of order ⇠0
q
or larger, the above power

laws in L and t still remain valid and we can write the
scaling form Eq. (10) as

�q ⇠ L�|yq|(tL1/⌫)ag(tL1/⌫0
q ), (11)

where g(x2) is a scaling function of only the second rel-
evant argument in Eq. (10). It was argued in Ref. [47]
(and supported with MC data) that form (11) captures
the RG flow away from the NG fixed point all the way to
the Zq fixed point (but we note that the validity of such
scaling when � ! 1 was questioned in previous work [41],
though supporting evidence was also seen numerically).
It is useful to recast the L and t dependent prefactor of
g(x2) in Eq. (11) more explicitly in terms of an exponent
p governing the size dependence, �q / Lp, when x2 is
still small (i.e., g ⇡ 1) and the flow is still close to the
NG point. Then, for all x2,

�q ⇠ Lpt⌫(p+|yq|)g(tL1/⌫0
q ), (12)

and we will no longer refer to the exponent a = ⌫(p+|yq|)
introduced in the intermediate step in Eq. (11).

Further constraints on the above form of �q can be set
by considering the final RG stage �q ! 1, where the L
and t dependence must vanish. This necessitates g !
(tL1/⌫0

q )b, with the exponent b chosen so that the powers
of t and L in Eq. (12) are canceled, which is possible only
if ⌫0

q
is constrained by the values of p and |yq|. These

arguments result in the relationship between ⌫ and ⌫0
q
in
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FIG. 1. MC RG flows for q = 6. Each set of connected dots
represents a fixed T and sizes L = 2, 3, 4, . . .. The sets for the
highest and lowest T and T = Tc are shown with bigger dots
in black, red and blue respectively. The inset shows detailed
flows in the critical region.

the order parameter symmetry from U(1) to Zq when
observed above the DIP length scale ⇠

0
q.

In our MC simulations [17], for a given spin configura-
tion we compute Mx =

P
i cos(✓i) and My =

P
i sin(✓i).

With M = (M2
x + M

2
y )

1/2 and ⇥ = arccos(Mx/M), an
angular order parameter can be defined as

�q = hcos(q⇥)i, (3)

which becomes non-zero in response to the Zq field. This
quantity was used to study the length scale ⇠0q [10, 11, 13]
(with a slightly di↵erent definition in Refs. [10, 13]), but
here we will use it in a di↵erent way. For T � Tc, �q !
0 when L ! 1, while �q ! 1 for T < Tc. We will
use �q in combination with the Binder cumulant U =
2 � hM4i/hM2i2, which takes the limiting forms U ! 0
(T > Tc), U ! 1 (T < Tc) and U ! UXY ⇡ 0.757 (at
T = Tc with 3D XY universality [18]).

MC RG Flows.—Fig. 1 shows flows of (U,�q)L for the
q = 6 ”hard” model, i.e., h ! 1 in Eq. (2). Results
for q = 4, 5 are discussed in Supplemental Material (SM)
[19], where we also determine Tc(h) for q = 4, 5, 6. The
RG process is manifested in the flows with increasing L

of the two observables at fixed T . The high-T Gaussian
fixed point (G) is at (U,�q) = (0, 0); the XY critical
point at (UXY, 0), the U(1) symmetry-breaking Nambu-
Goldstone (NG) point at (1, 0), and the Zq symmetry-
breaking point at (1, 1). For T � Tc, we observe simple
flows to the fixed points, while for T < Tc there are two
stages in the flow away from the XY point; first toward
the NG point and then an NG to Zq crossover. While
this multi-stage flow is expected based on previous RG
results [8, 11, 12], our description with a phenomenolog-
ical scaling function for accessible observables provides
a more practical and intuitive framework for numerical
simulations.

Scaling dimensions.—We first study the scaling dimen-
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FIG. 2. Log-log plot of the critical angular order parameter
�q vs the linear system size L for several q and h values. The
fitting lines correspond to the power-law form �q / L�|yq |

and the resulting exponents are summarized in Table I.

sion yq of the Zq field, following the red curve that tends
to the XY fixed point in Fig. 1. Previous MC estimates
used Zq anisotropy correlators in the pure XY model for
q = 4 [16]. Since the Zq field is irrelevant for q � 4,
the decay power 2�q of the correlation function is larger
than 6, which makes it di�cult to determine �q accu-
rately (see SM [19] for some results). The decay of the
induced �q is analyzed in Fig. 2 for q = 4, 5, 6 at selected
h values. The results listed in Table I demonstrate that
�q scales as M = L

d
m in the general discussion above,

i.e., �q / L
��q+d = L

�|yq|.

For q = 4 the Zq field may only be irrelevant for small
h; the hard model (h = 1) is equivalent to two decoupled
Ising models, and for h = 2 the transition already seems
to not be in the XY universality class [13]. Here we use
h = 1. Our simulations extend up to L = 120 for q = 4
but smaller for larger q because of the long runs needed
to obtain su�ciently small error bars on �q. To reduce
e↵ects of scaling corrections we have excluded small sys-
tems until a good fit obtains. Our result y4 = �0.114(2)
agrees well with the best previous numerical result [16],
but the error bar is smaller. It also matches a high-
order nonperturbative expansion [12]. For q = 5, we
have used joint fit to data for several h values, with a
common exponent but di↵erent prefactors. Our result
y5 = �1.27(1) is close to an extrapolated value from sim-
ulations for smaller q [11] but di↵ers significantly from
the field-theory expansions [8, 12]. For q = 6 we obtain
y6 = �2.55(6), which again agrees well with the extrapo-
lated value [11] but di↵ers from those in Refs. [8, 12]. For
all the q values studied, our results show that the first-
order ✏-expansion [8] overestimates y6, while the nonper-
turbative expansion [12] underestimates it for q > 4. All
results agree well with a very recent MC calculation of
an optimized correlation function [21].

Having determined the scaling dimensions, the Zq or-

3

TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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FIG. 3. (a) Distance d1(L) to the XY fixed point. Black and
blue solid circles correspond to T = 2.193 and T = 2.201,
respectively, and open circles show temperatures in between.
The minimums (red circles) were obtained by polynomial fits.
(b) Power law behaviors in t of the minimum distance D1 and
corresponding size L1 [red dots in (a)].
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FIG. 4. (a) Distance of the curves in Fig. 1 to the x-axis.
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2.14, respectively, and the open circles are for equally spaced
T . (b) The minimums (red dots) in (a) exhibit scaling in t of
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be

�q ⇠ L�� ⇠ Lyq
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3

should be manifested also in this case, but to observe it
requires a clear separation of the length scales ⇠ / t

�⌫

and ⇠
0
q / t

�⌫0
q . Since in this case the di↵erence between

the exponents is very small, ⌫04 � ⌫ = ⌫|y4|/2 ⇡ 0.04, if
we would like to have, say, ⇠0/⇠ = 10, we need t ⇡ 10�25

(assuming all proportionality factors are of order one).
From our analysis of the flow away from the NG fixed
point, summarized as Eq. (16), we then have roughly
Lc / t

�⌫R ⇡ 1018 for the system size where the cross-
over will occur. This length scale is clearly beyond any
current or future MC calculations.

It is also important to check whether it is always true
that tL

1/⌫0
asymptotically vanishes when the cross-over

in the neighborhood of the NG point takes place. This
was the assumption under which we derived the cross-
over point with minimum distance D3 to the NG point
and the associated length L3, because we set g = 1 in the
scaling form Eq. (10) of �q. Rewriting the scaling form
of L3 in Eq. (16) as

L3 / t
�⌫R = t

�⌫(r+2⌫0
q)/(r+2⌫)

, (S3)

we have that t scales with L3 as

t / L
�(r/⌫+2)/(r+2⌫0

q)
3 . (S4)

Thus, the relevant scaling argument corresponding to the
second length scale depends on L3 as

tL
1/⌫0

q

3 / L
1/⌫0

q�(r/⌫+2)/(r+2⌫0
q)

3 (S5)

= L

r(1�⌫0
q/⌫)

⌫0
q(r+2⌫0

q)

3 , (S6)

where that the exponent on L3 is always negative because
⌫
0
q > ⌫ for a DIP. Therefore,

g(tL
1/⌫0

q

3 ) ! g(0) = 1, (S7)

and the self-consistency of the assumption is confirmed
for any q � 4 in the neighborhood of the NG cross-over.

3. Scaling dimensions yq from correlation functions

in the XY model

The standard way to obtain the scaling dimension of an
irrelevant or relevant operator is to compute the related
correlation function at the critical point in the model
without the perturbation. In the case of the 3D XY
model, the best MC calculation of the scaling dimen-
sion of the Z4 clock perturbation is in Ref. [16]. Because
of the rapid decay of the correlation functions for larger
q, no MC results based on the conventional method are
available for q > 4, as far as we are aware. Our method
presented in the main paper can reach larger q because
of the slower decay of the induced operator expectation
value in the presence of the perturbation.
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FIG. S4. The correlation function C(q, rm) defined in Eq. (S9)
vs L for q = 1, 2, 3 (relevant perturbations). Joint fits along
all three directions were performed according to Eq. (S10).
For given q, we impose the same decay exponent for all three
directions as well as a common exponent of a scaling correc-
tion. The resulting scaling dimensions are listed in Table SII.

Here we contrast the conventional and new method by
considering the q = 4 case, computing the Zq correlator
with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [18]. The local operator corresponding to
the Zq field can be taken as:

m(q, ri) = cos(q✓i), (S8)

and we study the corresponding correlation function

C(q, r) = hm(q, ri)m(q, rj)i = hcos(q✓i � q✓j)i, (S9)

where r = ri�rj and the global rotational symmetry has
been taken into consideration.
In Fig. S4 we analyze the long-distance correlation

function C(q, rm) in the three di↵erent lattice directions
(i.e., rm is half the system length in the respective di-
rections), as indicated in the inset of the figure. The
asymptotic form should be

C(q, rm) ⇠ aL
�2�q (1 + bL

�!), (S10)

where �q = 3�yq, with yq being the scaling dimension of
the Zq field, and we have also included a scaling correc-
tion with exponent !. We perform joint fit to Eq. (S10)
with the MC data along all three directions, where same
exponents but di↵erent prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the

cases in which the Zq fields are relevant. The results for
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [16, 18]. The agree-
ment is good, and in the case of q = 2 we improve on
the statistical error. We should note here that the previ-
ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
When the Zq field becomes irrelevant, the decay expo-

nent of the correlation function grows larger than 6, and
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should be manifested also in this case, but to observe it
requires a clear separation of the length scales ⇠ / t

�⌫

and ⇠
0
q / t

�⌫0
q . Since in this case the di↵erence between

the exponents is very small, ⌫04 � ⌫ = ⌫|y4|/2 ⇡ 0.04, if
we would like to have, say, ⇠0/⇠ = 10, we need t ⇡ 10�25

(assuming all proportionality factors are of order one).
From our analysis of the flow away from the NG fixed
point, summarized as Eq. (16), we then have roughly
Lc / t

�⌫R ⇡ 1018 for the system size where the cross-
over will occur. This length scale is clearly beyond any
current or future MC calculations.

It is also important to check whether it is always true
that tL

1/⌫0
asymptotically vanishes when the cross-over

in the neighborhood of the NG point takes place. This
was the assumption under which we derived the cross-
over point with minimum distance D3 to the NG point
and the associated length L3, because we set g = 1 in the
scaling form Eq. (10) of �q. Rewriting the scaling form
of L3 in Eq. (16) as

L3 / t
�⌫R = t

�⌫(r+2⌫0
q)/(r+2⌫)

, (S3)

we have that t scales with L3 as

t / L
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3 . (S4)

Thus, the relevant scaling argument corresponding to the
second length scale depends on L3 as

tL
1/⌫0

q

3 / L
1/⌫0

q�(r/⌫+2)/(r+2⌫0
q)

3 (S5)

= L

r(1�⌫0
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⌫0
q(r+2⌫0

q)

3 , (S6)

where that the exponent on L3 is always negative because
⌫
0
q > ⌫ for a DIP. Therefore,

g(tL
1/⌫0

q

3 ) ! g(0) = 1, (S7)

and the self-consistency of the assumption is confirmed
for any q � 4 in the neighborhood of the NG cross-over.

3. Scaling dimensions yq from correlation functions

in the XY model

The standard way to obtain the scaling dimension of an
irrelevant or relevant operator is to compute the related
correlation function at the critical point in the model
without the perturbation. In the case of the 3D XY
model, the best MC calculation of the scaling dimen-
sion of the Z4 clock perturbation is in Ref. [16]. Because
of the rapid decay of the correlation functions for larger
q, no MC results based on the conventional method are
available for q > 4, as far as we are aware. Our method
presented in the main paper can reach larger q because
of the slower decay of the induced operator expectation
value in the presence of the perturbation.
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FIG. S4. The correlation function C(q, rm) defined in Eq. (S9)
vs L for q = 1, 2, 3 (relevant perturbations). Joint fits along
all three directions were performed according to Eq. (S10).
For given q, we impose the same decay exponent for all three
directions as well as a common exponent of a scaling correc-
tion. The resulting scaling dimensions are listed in Table SII.

Here we contrast the conventional and new method by
considering the q = 4 case, computing the Zq correlator
with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [18]. The local operator corresponding to
the Zq field can be taken as:

m(q, ri) = cos(q✓i), (S8)

and we study the corresponding correlation function

C(q, r) = hm(q, ri)m(q, rj)i = hcos(q✓i � q✓j)i, (S9)

where r = ri�rj and the global rotational symmetry has
been taken into consideration.
In Fig. S4 we analyze the long-distance correlation

function C(q, rm) in the three di↵erent lattice directions
(i.e., rm is half the system length in the respective di-
rections), as indicated in the inset of the figure. The
asymptotic form should be

C(q, rm) ⇠ aL
�2�q (1 + bL

�!), (S10)

where �q = 3�yq, with yq being the scaling dimension of
the Zq field, and we have also included a scaling correc-
tion with exponent !. We perform joint fit to Eq. (S10)
with the MC data along all three directions, where same
exponents but di↵erent prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the

cases in which the Zq fields are relevant. The results for
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [16, 18]. The agree-
ment is good, and in the case of q = 2 we improve on
the statistical error. We should note here that the previ-
ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
When the Zq field becomes irrelevant, the decay expo-

nent of the correlation function grows larger than 6, and
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should be manifested also in this case, but to observe it
requires a clear separation of the length scales ⇠ / t
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and ⇠
0
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q . Since in this case the di↵erence between

the exponents is very small, ⌫04 � ⌫ = ⌫|y4|/2 ⇡ 0.04, if
we would like to have, say, ⇠0/⇠ = 10, we need t ⇡ 10�25

(assuming all proportionality factors are of order one).
From our analysis of the flow away from the NG fixed
point, summarized as Eq. (16), we then have roughly
Lc / t

�⌫R ⇡ 1018 for the system size where the cross-
over will occur. This length scale is clearly beyond any
current or future MC calculations.

It is also important to check whether it is always true
that tL

1/⌫0
asymptotically vanishes when the cross-over

in the neighborhood of the NG point takes place. This
was the assumption under which we derived the cross-
over point with minimum distance D3 to the NG point
and the associated length L3, because we set g = 1 in the
scaling form Eq. (10) of �q. Rewriting the scaling form
of L3 in Eq. (16) as

L3 / t
�⌫R = t

�⌫(r+2⌫0
q)/(r+2⌫)

, (S3)

we have that t scales with L3 as

t / L
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Thus, the relevant scaling argument corresponding to the
second length scale depends on L3 as
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where that the exponent on L3 is always negative because
⌫
0
q > ⌫ for a DIP. Therefore,

g(tL
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3 ) ! g(0) = 1, (S7)

and the self-consistency of the assumption is confirmed
for any q � 4 in the neighborhood of the NG cross-over.

3. Scaling dimensions yq from correlation functions

in the XY model

The standard way to obtain the scaling dimension of an
irrelevant or relevant operator is to compute the related
correlation function at the critical point in the model
without the perturbation. In the case of the 3D XY
model, the best MC calculation of the scaling dimen-
sion of the Z4 clock perturbation is in Ref. [16]. Because
of the rapid decay of the correlation functions for larger
q, no MC results based on the conventional method are
available for q > 4, as far as we are aware. Our method
presented in the main paper can reach larger q because
of the slower decay of the induced operator expectation
value in the presence of the perturbation.
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FIG. S4. The correlation function C(q, rm) defined in Eq. (S9)
vs L for q = 1, 2, 3 (relevant perturbations). Joint fits along
all three directions were performed according to Eq. (S10).
For given q, we impose the same decay exponent for all three
directions as well as a common exponent of a scaling correc-
tion. The resulting scaling dimensions are listed in Table SII.

Here we contrast the conventional and new method by
considering the q = 4 case, computing the Zq correlator
with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [18]. The local operator corresponding to
the Zq field can be taken as:

m(q, ri) = cos(q✓i), (S8)

and we study the corresponding correlation function

C(q, r) = hm(q, ri)m(q, rj)i = hcos(q✓i � q✓j)i, (S9)

where r = ri�rj and the global rotational symmetry has
been taken into consideration.
In Fig. S4 we analyze the long-distance correlation

function C(q, rm) in the three di↵erent lattice directions
(i.e., rm is half the system length in the respective di-
rections), as indicated in the inset of the figure. The
asymptotic form should be

C(q, rm) ⇠ aL
�2�q (1 + bL

�!), (S10)

where �q = 3�yq, with yq being the scaling dimension of
the Zq field, and we have also included a scaling correc-
tion with exponent !. We perform joint fit to Eq. (S10)
with the MC data along all three directions, where same
exponents but di↵erent prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the

cases in which the Zq fields are relevant. The results for
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [16, 18]. The agree-
ment is good, and in the case of q = 2 we improve on
the statistical error. We should note here that the previ-
ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
When the Zq field becomes irrelevant, the decay expo-

nent of the correlation function grows larger than 6, and
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should be manifested also in this case, but to observe it
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and ⇠
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we would like to have, say, ⇠0/⇠ = 10, we need t ⇡ 10�25

(assuming all proportionality factors are of order one).
From our analysis of the flow away from the NG fixed
point, summarized as Eq. (16), we then have roughly
Lc / t

�⌫R ⇡ 1018 for the system size where the cross-
over will occur. This length scale is clearly beyond any
current or future MC calculations.

It is also important to check whether it is always true
that tL

1/⌫0
asymptotically vanishes when the cross-over

in the neighborhood of the NG point takes place. This
was the assumption under which we derived the cross-
over point with minimum distance D3 to the NG point
and the associated length L3, because we set g = 1 in the
scaling form Eq. (10) of �q. Rewriting the scaling form
of L3 in Eq. (16) as
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Thus, the relevant scaling argument corresponding to the
second length scale depends on L3 as

tL
1/⌫0

q

3 / L
1/⌫0

q�(r/⌫+2)/(r+2⌫0
q)

3 (S5)

= L

r(1�⌫0
q/⌫)

⌫0
q(r+2⌫0

q)

3 , (S6)

where that the exponent on L3 is always negative because
⌫
0
q > ⌫ for a DIP. Therefore,

g(tL
1/⌫0

q

3 ) ! g(0) = 1, (S7)

and the self-consistency of the assumption is confirmed
for any q � 4 in the neighborhood of the NG cross-over.

3. Scaling dimensions yq from correlation functions

in the XY model

The standard way to obtain the scaling dimension of an
irrelevant or relevant operator is to compute the related
correlation function at the critical point in the model
without the perturbation. In the case of the 3D XY
model, the best MC calculation of the scaling dimen-
sion of the Z4 clock perturbation is in Ref. [16]. Because
of the rapid decay of the correlation functions for larger
q, no MC results based on the conventional method are
available for q > 4, as far as we are aware. Our method
presented in the main paper can reach larger q because
of the slower decay of the induced operator expectation
value in the presence of the perturbation.
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FIG. S4. The correlation function C(q, rm) defined in Eq. (S9)
vs L for q = 1, 2, 3 (relevant perturbations). Joint fits along
all three directions were performed according to Eq. (S10).
For given q, we impose the same decay exponent for all three
directions as well as a common exponent of a scaling correc-
tion. The resulting scaling dimensions are listed in Table SII.

Here we contrast the conventional and new method by
considering the q = 4 case, computing the Zq correlator
with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [18]. The local operator corresponding to
the Zq field can be taken as:

m(q, ri) = cos(q✓i), (S8)

and we study the corresponding correlation function

C(q, r) = hm(q, ri)m(q, rj)i = hcos(q✓i � q✓j)i, (S9)

where r = ri�rj and the global rotational symmetry has
been taken into consideration.
In Fig. S4 we analyze the long-distance correlation

function C(q, rm) in the three di↵erent lattice directions
(i.e., rm is half the system length in the respective di-
rections), as indicated in the inset of the figure. The
asymptotic form should be
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where �q = 3�yq, with yq being the scaling dimension of
the Zq field, and we have also included a scaling correc-
tion with exponent !. We perform joint fit to Eq. (S10)
with the MC data along all three directions, where same
exponents but di↵erent prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the

cases in which the Zq fields are relevant. The results for
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [16, 18]. The agree-
ment is good, and in the case of q = 2 we improve on
the statistical error. We should note here that the previ-
ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
When the Zq field becomes irrelevant, the decay expo-

nent of the correlation function grows larger than 6, and
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Here we contrast the conventional and new method by
considering the q = 4 case, computing the Zq correlator
with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [18]. The local operator corresponding to
the Zq field can be taken as:

m(q, ri) = cos(q✓i), (S8)

and we study the corresponding correlation function

C(q, r) = hm(q, ri)m(q, rj)i = hcos(q✓i � q✓j)i, (S9)

where r = ri�rj and the global rotational symmetry has
been taken into consideration.
In Fig. S4 we analyze the long-distance correlation

function C(q, rm) in the three di↵erent lattice directions
(i.e., rm is half the system length in the respective di-
rections), as indicated in the inset of the figure. The
asymptotic form should be
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where �q = 3�yq, with yq being the scaling dimension of
the Zq field, and we have also included a scaling correc-
tion with exponent !. We perform joint fit to Eq. (S10)
with the MC data along all three directions, where same
exponents but di↵erent prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the

cases in which the Zq fields are relevant. The results for
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [16, 18]. The agree-
ment is good, and in the case of q = 2 we improve on
the statistical error. We should note here that the previ-
ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
When the Zq field becomes irrelevant, the decay expo-

nent of the correlation function grows larger than 6, and
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we would like to have, say, ⇠0/⇠ = 10, we need t ⇡ 10�25

(assuming all proportionality factors are of order one).
From our analysis of the flow away from the NG fixed
point, summarized as Eq. (16), we then have roughly
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�⌫R ⇡ 1018 for the system size where the cross-
over will occur. This length scale is clearly beyond any
current or future MC calculations.

It is also important to check whether it is always true
that tL
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asymptotically vanishes when the cross-over

in the neighborhood of the NG point takes place. This
was the assumption under which we derived the cross-
over point with minimum distance D3 to the NG point
and the associated length L3, because we set g = 1 in the
scaling form Eq. (10) of �q. Rewriting the scaling form
of L3 in Eq. (16) as
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where that the exponent on L3 is always negative because
⌫
0
q > ⌫ for a DIP. Therefore,
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3 ) ! g(0) = 1, (S7)

and the self-consistency of the assumption is confirmed
for any q � 4 in the neighborhood of the NG cross-over.

3. Scaling dimensions yq from correlation functions

in the XY model

The standard way to obtain the scaling dimension of an
irrelevant or relevant operator is to compute the related
correlation function at the critical point in the model
without the perturbation. In the case of the 3D XY
model, the best MC calculation of the scaling dimen-
sion of the Z4 clock perturbation is in Ref. [16]. Because
of the rapid decay of the correlation functions for larger
q, no MC results based on the conventional method are
available for q > 4, as far as we are aware. Our method
presented in the main paper can reach larger q because
of the slower decay of the induced operator expectation
value in the presence of the perturbation.
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FIG. S4. The correlation function C(q, rm) defined in Eq. (S9)
vs L for q = 1, 2, 3 (relevant perturbations). Joint fits along
all three directions were performed according to Eq. (S10).
For given q, we impose the same decay exponent for all three
directions as well as a common exponent of a scaling correc-
tion. The resulting scaling dimensions are listed in Table SII.
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considering the q = 4 case, computing the Zq correlator
with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [18]. The local operator corresponding to
the Zq field can be taken as:
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and we study the corresponding correlation function

C(q, r) = hm(q, ri)m(q, rj)i = hcos(q✓i � q✓j)i, (S9)

where r = ri�rj and the global rotational symmetry has
been taken into consideration.
In Fig. S4 we analyze the long-distance correlation

function C(q, rm) in the three di↵erent lattice directions
(i.e., rm is half the system length in the respective di-
rections), as indicated in the inset of the figure. The
asymptotic form should be
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where �q = 3�yq, with yq being the scaling dimension of
the Zq field, and we have also included a scaling correc-
tion with exponent !. We perform joint fit to Eq. (S10)
with the MC data along all three directions, where same
exponents but di↵erent prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the

cases in which the Zq fields are relevant. The results for
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [16, 18]. The agree-
ment is good, and in the case of q = 2 we improve on
the statistical error. We should note here that the previ-
ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
When the Zq field becomes irrelevant, the decay expo-
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point, summarized as Eq. (16), we then have roughly
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that tL
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and the self-consistency of the assumption is confirmed
for any q � 4 in the neighborhood of the NG cross-over.
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The standard way to obtain the scaling dimension of an
irrelevant or relevant operator is to compute the related
correlation function at the critical point in the model
without the perturbation. In the case of the 3D XY
model, the best MC calculation of the scaling dimen-
sion of the Z4 clock perturbation is in Ref. [16]. Because
of the rapid decay of the correlation functions for larger
q, no MC results based on the conventional method are
available for q > 4, as far as we are aware. Our method
presented in the main paper can reach larger q because
of the slower decay of the induced operator expectation
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FIG. S4. The correlation function C(q, rm) defined in Eq. (S9)
vs L for q = 1, 2, 3 (relevant perturbations). Joint fits along
all three directions were performed according to Eq. (S10).
For given q, we impose the same decay exponent for all three
directions as well as a common exponent of a scaling correc-
tion. The resulting scaling dimensions are listed in Table SII.
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with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [18]. The local operator corresponding to
the Zq field can be taken as:
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and we study the corresponding correlation function

C(q, r) = hm(q, ri)m(q, rj)i = hcos(q✓i � q✓j)i, (S9)

where r = ri�rj and the global rotational symmetry has
been taken into consideration.
In Fig. S4 we analyze the long-distance correlation
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(i.e., rm is half the system length in the respective di-
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where �q = 3�yq, with yq being the scaling dimension of
the Zq field, and we have also included a scaling correc-
tion with exponent !. We perform joint fit to Eq. (S10)
with the MC data along all three directions, where same
exponents but di↵erent prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the

cases in which the Zq fields are relevant. The results for
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [16, 18]. The agree-
ment is good, and in the case of q = 2 we improve on
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ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
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sion of the Z4 clock perturbation is in Ref. [16]. Because
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FIG. S4. The correlation function C(q, rm) defined in Eq. (S9)
vs L for q = 1, 2, 3 (relevant perturbations). Joint fits along
all three directions were performed according to Eq. (S10).
For given q, we impose the same decay exponent for all three
directions as well as a common exponent of a scaling correc-
tion. The resulting scaling dimensions are listed in Table SII.
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with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [18]. The local operator corresponding to
the Zq field can be taken as:
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and we study the corresponding correlation function
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where r = ri�rj and the global rotational symmetry has
been taken into consideration.
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where �q = 3�yq, with yq being the scaling dimension of
the Zq field, and we have also included a scaling correc-
tion with exponent !. We perform joint fit to Eq. (S10)
with the MC data along all three directions, where same
exponents but di↵erent prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the

cases in which the Zq fields are relevant. The results for
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [16, 18]. The agree-
ment is good, and in the case of q = 2 we improve on
the statistical error. We should note here that the previ-
ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
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should be manifested also in this case, but to observe it
requires a clear separation of the length scales ⇠ / t

�⌫

and ⇠
0
q / t

�⌫0
q . Since in this case the di↵erence between

the exponents is very small, ⌫04 � ⌫ = ⌫|y4|/2 ⇡ 0.04, if
we would like to have, say, ⇠0/⇠ = 10, we need t ⇡ 10�25

(assuming all proportionality factors are of order one).
From our analysis of the flow away from the NG fixed
point, summarized as Eq. (16), we then have roughly
Lc / t

�⌫R ⇡ 1018 for the system size where the cross-
over will occur. This length scale is clearly beyond any
current or future MC calculations.

It is also important to check whether it is always true
that tL

1/⌫0
asymptotically vanishes when the cross-over

in the neighborhood of the NG point takes place. This
was the assumption under which we derived the cross-
over point with minimum distance D3 to the NG point
and the associated length L3, because we set g = 1 in the
scaling form Eq. (10) of �q. Rewriting the scaling form
of L3 in Eq. (16) as

L3 / t
�⌫R = t

�⌫(r+2⌫0
q)/(r+2⌫)

, (S3)

we have that t scales with L3 as

t / L
�(r/⌫+2)/(r+2⌫0

q)
3 . (S4)

Thus, the relevant scaling argument corresponding to the
second length scale depends on L3 as

tL
1/⌫0

q

3 / L
1/⌫0

q�(r/⌫+2)/(r+2⌫0
q)

3 (S5)

= L

r(1�⌫0
q/⌫)

⌫0
q(r+2⌫0

q)

3 , (S6)

where that the exponent on L3 is always negative because
⌫
0
q > ⌫ for a DIP. Therefore,

g(tL
1/⌫0

q

3 ) ! g(0) = 1, (S7)

and the self-consistency of the assumption is confirmed
for any q � 4 in the neighborhood of the NG cross-over.

3. Scaling dimensions yq from correlation functions

in the XY model

The standard way to obtain the scaling dimension of an
irrelevant or relevant operator is to compute the related
correlation function at the critical point in the model
without the perturbation. In the case of the 3D XY
model, the best MC calculation of the scaling dimen-
sion of the Z4 clock perturbation is in Ref. [16]. Because
of the rapid decay of the correlation functions for larger
q, no MC results based on the conventional method are
available for q > 4, as far as we are aware. Our method
presented in the main paper can reach larger q because
of the slower decay of the induced operator expectation
value in the presence of the perturbation.
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FIG. S4. The correlation function C(q, rm) defined in Eq. (S9)
vs L for q = 1, 2, 3 (relevant perturbations). Joint fits along
all three directions were performed according to Eq. (S10).
For given q, we impose the same decay exponent for all three
directions as well as a common exponent of a scaling correc-
tion. The resulting scaling dimensions are listed in Table SII.

Here we contrast the conventional and new method by
considering the q = 4 case, computing the Zq correlator
with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [18]. The local operator corresponding to
the Zq field can be taken as:

m(q, ri) = cos(q✓i), (S8)

and we study the corresponding correlation function

C(q, r) = hm(q, ri)m(q, rj)i = hcos(q✓i � q✓j)i, (S9)

where r = ri�rj and the global rotational symmetry has
been taken into consideration.
In Fig. S4 we analyze the long-distance correlation

function C(q, rm) in the three di↵erent lattice directions
(i.e., rm is half the system length in the respective di-
rections), as indicated in the inset of the figure. The
asymptotic form should be

C(q, rm) ⇠ aL
�2�q (1 + bL

�!), (S10)

where �q = 3�yq, with yq being the scaling dimension of
the Zq field, and we have also included a scaling correc-
tion with exponent !. We perform joint fit to Eq. (S10)
with the MC data along all three directions, where same
exponents but di↵erent prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the

cases in which the Zq fields are relevant. The results for
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [16, 18]. The agree-
ment is good, and in the case of q = 2 we improve on
the statistical error. We should note here that the previ-
ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
When the Zq field becomes irrelevant, the decay expo-

nent of the correlation function grows larger than 6, and
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q, no MC results based on the conventional method are
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all three directions were performed according to Eq. (S10).
For given q, we impose the same decay exponent for all three
directions as well as a common exponent of a scaling correc-
tion. The resulting scaling dimensions are listed in Table SII.
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with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [18]. The local operator corresponding to
the Zq field can be taken as:
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tion with exponent !. We perform joint fit to Eq. (S10)
with the MC data along all three directions, where same
exponents but di↵erent prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the

cases in which the Zq fields are relevant. The results for
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [16, 18]. The agree-
ment is good, and in the case of q = 2 we improve on
the statistical error. We should note here that the previ-
ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
When the Zq field becomes irrelevant, the decay expo-

nent of the correlation function grows larger than 6, and
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TABLE SII. Scaling dimension of the Zq field based on the
fits in Fig. S4 and compared with previous numerical results.

q 1 2 3
yq 2.481(1) 1.7677(4) 0.876(13)

2.4810(3) [18] 1.7639(11) [16] 0.8915(20) [16]

it becomes extremely hard to extract the scaling dimen-
sion in this way. We show our q = 4 data in Fig. S5. Here
we do not report any results of fitting, but only indicate
the expected decay power 2� = (3 + |y4|) ⇡ 6.23 based
on the scaling dimension yq ⇡ �0.114 extracted with the
alternative method in the main paper.

Here we should again note that the previous MC study
[16] used a system-integrated correlator, for which the
decay exponent is 2(3 ��q) = 2yq. With the larger ex-
ponent due to summation over the system volume, the
error bars are significantly reduced and the results were
therefore considerably less noisy than in the data pre-
sented here. The long-distance correlator is possibly less
a↵ected by scaling corrections, though we have not tested
this. Our approach of explicitly including the field still
appears to work better, having a decay exponent of just
yq. Our main purpose of studying the Zq correlation
functions here was mainly to establish the consistency
between the two approaches.

4. Asymptotic form of the Binder cumulant

Recall that, in the critical finite-size scaling form of
some singular quantity A,

A(t, L) = L
�
g(tL1/⌫), (S11)

the exponent � must be compatible with the asymptotic
form of the scaling function g(x), x = tL

1/⌫ . This be-
havior is connected to the size-independent scaling form
in the thermodynamic limit, A / t

 (where  is a generic
notation for the critical exponent for the quantity in ques-
tion), which is obtained if g ! x

 when x ! 1 (i.e.,
L ! 1 for fixed small t). Then, to eliminate the L

dependence we must have � = �/⌫.
In the case of the dimensionless Binder cumulant U ,

� = 0 and, accordingly, the corresponding scaling func-
tion g(x) in Eq. (S11) must take the form g ! c, where
c is a constant which we know takes the value c = 1 in
the ordered phase (while c = 0 in the disordered phase).
The scaling form does not immediately tell us how g ap-
proaches 1, however, which is what we need in the anal-
ysis of the flow close to the NG fixed point in the main
paper. It should be noted that the scaling regime of
interest here does not yet correspond to Gaussian fluc-
tuations in the ordered phase, because t approaches zero
with increasing length-scale, as shown in the main paper.
A natural assumption is that 1� g(x) takes a power-law
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FIG. S5. The Zq anisotropy correlation function for q = 4.
The line has slope given by the scaling dimension �2�4 =
�6 + 2y4 = �6.23 from Table I in the main paper.

form, 1�g(x) / x
�r, corresponding to the form of 1�U

in Eq. (14). The exponent r should presumably also be
related to the critical exponents of the universality class
in question.

Surprisingly, while the Binder cumulant is one of the
most important quantities used to characterize critical
points in numerical studies [4, 5], the asymptotic form of
1 � U has not been extensively studied—the focus has
naturally been on the behavior for small arguments; x =
0 and x ⇡ 0. We are only aware of Privman’s work on
the asymptotic x ! 1 behavior [22, 23]. He argued
that r = d⌫ but also pointed out that the assumptions
underlying this conclusion are somewhat speculative and
untested.

To investigate the scaling behavior, we have carried
out systematic MC calculations of the 3D XY model and
the q = 6 clock model inside their ordered phase in order
to extract the exponent r independently. Our results for
the XY model are shown in Fig. S6(a). We performed
dedicated simulations targeting 1 � U for system sizes
up to L = 256 for a wide range of the scaling variable
tL

1/⌫ , su�cient to reliably observe data collapse and an
asymptotic power-law form. A fit to the L = 256 data
gives the exponent r = 1.52(2), which is clearly di↵erent
from Privman’s prediction r = 3⌫ ⇡ 2.02 [22, 23]. As
Privman pointed out, there are subtle assumptions made
in the derivation of his result, and the behavior may not
be generic. In the case here, the exponent is consistent
within statistical errors with the exponent 1/⌫, but we
see no obvious reason for this value.

In the case of the clock model, results for which are
shown in Fig. S6(b), we have just plotted the same data
that we used in the main paper, going up only to L = 64.
The data forming a group in the range tL1/⌫ ⇡ 50 ⇠ 100
are fully consistent with the same exponent as in the
XY model, and for lower values of the scaling variable
the behaviors are also very similar. For small and mod-
erate values of tL1/⌫ it is clear that the clock and XY

2�q > 6
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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FIG. 3. (a) Distance d1(L) to the XY fixed point. Black and
blue solid circles correspond to T = 2.193 and T = 2.201,
respectively, and open circles show temperatures in between.
The minimums (red circles) were obtained by polynomial fits.
(b) Power law behaviors in t of the minimum distance D1 and
corresponding size L1 [red dots in (a)].
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FIG. 4. (a) Distance of the curves in Fig. 1 to the x-axis.
The black and blue solid circles correspond to T = 2.06 and
2.14, respectively, and the open circles are for equally spaced
T . (b) The minimums (red dots) in (a) exhibit scaling in t of
the minimum distance D2 and the corresponding size L2.

RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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the minimum distance D2 and the corresponding size L2.

RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL
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are both small. Since tL
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1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)
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1.71(4)
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�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
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is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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, and the fitted powers are 0.372(1)

and �0.404(4) respectively, consistent with the expected val-
ues in Eq. (8).

leading correction w1 = 0.785(20) [9], we have extracted
it in the process of evaluating the critical temperature in
the supplemental material [6]. With ! = 0.94(3) much
smaller than y6 = 2.55, the scaling behavior of dXY (T, L)
should only be dominated by the first term in Eq. (6),
i.e.,

d
XY (T, L) / tL

1/⌫ + L
�!

. (7)

With the derivative of Eq. (7) being 0, we have the min-
imized distance d

XY
min and the corresponding system size

LdXY
min

scales with t as

d
XY
min / t

!
1/⌫+! / t

0.38(2)
, LdXY

min
/ t

�1
1/⌫+! / t

�0.408(5)
,

(8)
powers of which calculated directly from the values of ⌫
and !.

With the MC data in Fig. 3 (a), we calculate the
distance d for a given temperature as a function of the
linear system size L and show it in Fig. 3 (b). By apply-
ing third order polynomial fit and taking the derivative,
we find the minimum distances and labeled them with
red dots. In Fig. 3 (c) and (d) we apply the power law
fit of dXY

min and LdXY
min

, and the fitted powers are 0.372(1)
and �0.404(4) respectively, consistent with the expected
values in Eq. (8).

We then derive the scaling behavior of the minimum
distances to the x-axis, illustrated in Fig. 4. This stage
is still governed by the XY criticality, so the size depen-
dence of the distance d

X for a given temperature should
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behave the same as �6 in Eq. (4). By taking the deriva-
tives to be 0, we find the minimized distance d

X
min and

the corresponding system size LdX
min

scaling with t as

d
X
min / t

y6⌫ / t
1.75(3)

, LdX
min

/ t
�⌫ / t

�0.6717(1)
. (9)

With the same process as in Fig. 3, we apply the power
law fit of dXmin and LdX

min
in Fig. 4 (c) and (d) , and the

fitted powers are 1.88(2) and�0.60(3) respectively, which
are several error bars away from the expected values in
Eq. (9).
We have also studied the scaling behavior of the mini-

mum distances to the NG fixed point, illustrated in Fig.
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leading correction w1 = 0.785(20) [9], we have extracted
it in the process of evaluating the critical temperature in
the supplemental material [6]. With ! = 0.94(3) much
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should only be dominated by the first term in Eq. (6),
i.e.,
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With the derivative of Eq. (7) being 0, we have the min-
imized distance d

XY
min and the corresponding system size

LdXY
min

scales with t as

d
XY
min / t

!
1/⌫+! / t

0.38(2)
, LdXY

min
/ t

�1
1/⌫+! / t

�0.408(5)
,

(8)
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and !.

With the MC data in Fig. 3 (a), we calculate the
distance d for a given temperature as a function of the
linear system size L and show it in Fig. 3 (b). By apply-
ing third order polynomial fit and taking the derivative,
we find the minimum distances and labeled them with
red dots. In Fig. 3 (c) and (d) we apply the power law
fit of dXY

min and LdXY
min

, and the fitted powers are 0.372(1)
and �0.404(4) respectively, consistent with the expected
values in Eq. (8).

We then derive the scaling behavior of the minimum
distances to the x-axis, illustrated in Fig. 4. This stage
is still governed by the XY criticality, so the size depen-
dence of the distance d
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behave the same as �6 in Eq. (4). By taking the deriva-
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With the same process as in Fig. 3, we apply the power
law fit of dXmin and LdX
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in Fig. 4 (c) and (d) , and the
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leading correction w1 = 0.785(20) [9], we have extracted
it in the process of evaluating the critical temperature in
the supplemental material [6]. With ! = 0.94(3) much
smaller than y6 = 2.55, the scaling behavior of dXY (T, L)
should only be dominated by the first term in Eq. (6),
i.e.,
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With the derivative of Eq. (7) being 0, we have the min-
imized distance d

XY
min and the corresponding system size
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powers of which calculated directly from the values of ⌫
and !.

With the MC data in Fig. 3 (a), we calculate the
distance d for a given temperature as a function of the
linear system size L and show it in Fig. 3 (b). By apply-
ing third order polynomial fit and taking the derivative,
we find the minimum distances and labeled them with
red dots. In Fig. 3 (c) and (d) we apply the power law
fit of dXY

min and LdXY
min

, and the fitted powers are 0.372(1)
and �0.404(4) respectively, consistent with the expected
values in Eq. (8).

We then derive the scaling behavior of the minimum
distances to the x-axis, illustrated in Fig. 4. This stage
is still governed by the XY criticality, so the size depen-
dence of the distance d
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behave the same as �6 in Eq. (4). By taking the deriva-
tives to be 0, we find the minimized distance d

X
min and

the corresponding system size LdX
min

scaling with t as

d
X
min / t

y6⌫ / t
1.75(3)

, LdX
min

/ t
�⌫ / t

�0.6717(1)
. (9)

With the same process as in Fig. 3, we apply the power
law fit of dXmin and LdX

min
in Fig. 4 (c) and (d) , and the

fitted powers are 1.88(2) and�0.60(3) respectively, which
are several error bars away from the expected values in
Eq. (9).
We have also studied the scaling behavior of the mini-

mum distances to the NG fixed point, illustrated in Fig.

dXY
min ⇠ t0.372(1)
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
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1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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the minimum distance D2 and the corresponding size L2.

RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be

dXY /
q�

tL1/⌫ + L�!
�2

+ L2yq
�
1 + tL1/⌫

�2
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
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fixed t when the U(1) symmetry is barely broken down to
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are in reasonable agreement with Eq. (8) considering scal-
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The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
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model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
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of the long-standing controversy regarding the symmetry
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to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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leading correction w1 = 0.785(20) [9], we have extracted
it in the process of evaluating the critical temperature in
the supplemental material [6]. With ! = 0.94(3) much
smaller than y6 = 2.55, the scaling behavior of dXY (T, L)
should only be dominated by the first term in Eq. (6),
i.e.,

d
XY (T, L) / tL

1/⌫ + L
�!

. (7)

With the derivative of Eq. (7) being 0, we have the min-
imized distance d

XY
min and the corresponding system size

LdXY
min

scales with t as
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0.38(2)
, LdXY
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(8)
powers of which calculated directly from the values of ⌫
and !.

With the MC data in Fig. 3 (a), we calculate the
distance d for a given temperature as a function of the
linear system size L and show it in Fig. 3 (b). By apply-
ing third order polynomial fit and taking the derivative,
we find the minimum distances and labeled them with
red dots. In Fig. 3 (c) and (d) we apply the power law
fit of dXY

min and LdXY
min

, and the fitted powers are 0.372(1)
and �0.404(4) respectively, consistent with the expected
values in Eq. (8).

We then derive the scaling behavior of the minimum
distances to the x-axis, illustrated in Fig. 4. This stage
is still governed by the XY criticality, so the size depen-
dence of the distance d

X for a given temperature should
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behave the same as �6 in Eq. (4). By taking the deriva-
tives to be 0, we find the minimized distance d
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min and

the corresponding system size LdX
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scaling with t as
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With the same process as in Fig. 3, we apply the power
law fit of dXmin and LdX

min
in Fig. 4 (c) and (d) , and the

fitted powers are 1.88(2) and�0.60(3) respectively, which
are several error bars away from the expected values in
Eq. (9).
We have also studied the scaling behavior of the mini-

mum distances to the NG fixed point, illustrated in Fig.
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With the MC data in Fig. 3 (a), we calculate the
distance d for a given temperature as a function of the
linear system size L and show it in Fig. 3 (b). By apply-
ing third order polynomial fit and taking the derivative,
we find the minimum distances and labeled them with
red dots. In Fig. 3 (c) and (d) we apply the power law
fit of dXY

min and LdXY
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, and the fitted powers are 0.372(1)
and �0.404(4) respectively, consistent with the expected
values in Eq. (8).

We then derive the scaling behavior of the minimum
distances to the x-axis, illustrated in Fig. 4. This stage
is still governed by the XY criticality, so the size depen-
dence of the distance d
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behave the same as �6 in Eq. (4). By taking the deriva-
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leading correction w1 = 0.785(20) [9], we have extracted
it in the process of evaluating the critical temperature in
the supplemental material [6]. With ! = 0.94(3) much
smaller than y6 = 2.55, the scaling behavior of dXY (T, L)
should only be dominated by the first term in Eq. (6),
i.e.,
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With the derivative of Eq. (7) being 0, we have the min-
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powers of which calculated directly from the values of ⌫
and !.

With the MC data in Fig. 3 (a), we calculate the
distance d for a given temperature as a function of the
linear system size L and show it in Fig. 3 (b). By apply-
ing third order polynomial fit and taking the derivative,
we find the minimum distances and labeled them with
red dots. In Fig. 3 (c) and (d) we apply the power law
fit of dXY

min and LdXY
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, and the fitted powers are 0.372(1)
and �0.404(4) respectively, consistent with the expected
values in Eq. (8).

We then derive the scaling behavior of the minimum
distances to the x-axis, illustrated in Fig. 4. This stage
is still governed by the XY criticality, so the size depen-
dence of the distance d
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behave the same as �6 in Eq. (4). By taking the deriva-
tives to be 0, we find the minimized distance d

X
min and

the corresponding system size LdX
min

scaling with t as

d
X
min / t

y6⌫ / t
1.75(3)

, LdX
min

/ t
�⌫ / t

�0.6717(1)
. (9)

With the same process as in Fig. 3, we apply the power
law fit of dXmin and LdX

min
in Fig. 4 (c) and (d) , and the

fitted powers are 1.88(2) and�0.60(3) respectively, which
are several error bars away from the expected values in
Eq. (9).
We have also studied the scaling behavior of the mini-

mum distances to the NG fixed point, illustrated in Fig.
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL
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are both small. Since tL
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1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)
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�y6⌫ = t

1.71(4)
, L2 / t
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�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
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is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L
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[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here
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q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L
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, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1
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1/⌫+! = t
0.345(6)

, L1 / t
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�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL
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are both small. Since tL
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Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)
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. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
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is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
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The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
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is arbitrary, Eq. (4) must reduce to
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where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
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where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here
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where we do not include unimportant factors for simplic-
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, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is
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(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL
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�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1
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0.345(6)

, L1 / t
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1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL
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system size therefore scale with t as (for q = 6)
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The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL
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is arbitrary, Eq. (4) must reduce to
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q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L
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the regime where tL1/⌫ is large but tL1/⌫0
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[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
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[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.
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fixed t when the U(1) symmetry is barely broken down to
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be

⇠ ⌧ L ⌧ ⇠0
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C. RG flows and scaling function

Using MC results for �q and Um, we can investigate
four di↵erent types of RG flows using a diagram of the
kind shown schematically in Fig. 1. Here each trajectory
is for a particular value of t = Tc�T and corresponds to
a set of increasing system sizes. A small size marks the
start of the trajectory and increasing system size at fixed
t corresponds to lowering the energy scale (or increasing
the coarse-graining length scale). Pictorially, such a dia-
gram looks very much like a standard RG flow diagram
(see, e.g., Ref. [38, 41]), but it should be stressed that
we are not looking at flows of couplings, but of operators
conjugate to those couplings that are directly accessible
in simulations.

Two of the fixed points in Fig. 1 are stable as viewed
from the RG perspective—those corresponding to the
paramagnetic phase (Um = 0, �q = 0) and the ferro-
magnetic Zq breaking phase (Um = 1, �q = 1). The
critical XY point is unstable, and since it is associated
with emergent U(1) symmetry it is located in the flow
diagram at �q = 0, with the Binder cumulant taking a
universal value Umc between 0 and 1. Finally, the point
Um = 1, �q = 0 in the diagram is the unstable NG point,
where U(1) symmetry is spontaneously broken. The NG
point is the stable fixed point of the ordered phase of the
3D XY model without clock perturbation. It is never
reached asymptotically in the clock model but attracts
the flow to its neighborhood if T is close to Tc. The ulti-
mate flow away from the NG fixed point toward the Zq

point is governed by the exponent ⌫0
q
> ⌫.

An actual flow diagram based on high-quality simu-
lation data for the q = 6 clock model was presented in
Ref. [47], and various aspects of the flow were tested to
confirm the validity of an asymptotic scaling form

�q ⇠ �(tL1/⌫ , htL1/⌫0
q , hL�|yq|), (8)

describing the finite-size flows with two relevant argu-
ments and one scaling correction due to the irrelevant
clock field. Since �q = 0 if h = 0, an expansion in the
small irrelevant argument gives

�q ⇠ hL�|yq|�(tL1/⌫ , htL1/⌫0
q , 0), (9)

which for fixed h (which has an undetermined value in
the hard clock models used here) we simply write as

�q ⇠ L�|yq|�(tL1/⌫ , tL1/⌫0
q ), (10)

without the proportionality constant h (noting that there
are also other, unknown proportionality constants). We
note again that the condition x2 = tL1/⌫0 ⌧ x1 = tL1/⌫

can always be fulfilled, at least in principle, for large L,
and this condition is what allows us to analyze �(x1, x2)
in three distinct limits of the arguments; 1) x1, x2 ⌧ 1,
2) x1 � 1, x2 ⌧ 1, and 3) x1 � 1, x2 � 1.

Following the schematic flow diagram in Fig. 1 and
the quantitative scaling function Eq. (10) it can be seen

that two approximately scale invariant regions of the flow
diagram can be identified. The standard critical scale-
invariant behavior �q ⇠ L�|yq| applies when tL1/⌫ ⌧ 1,
i.e., for L ⌧ ⇠ (exemplified in Fig. 1 by the T = Tc

curve). The initial e↵ect of tL1/⌫ > 0 is an increase in
the cumulant Um, while �q continues to decay because
of the L�|yq| factor, thus steering the flow toward the
NG point. When x1 = tL1/⌫ grows further, its e↵ect
can initially be taken into account perturbatively as an
expansion of the scaling function �(x1, x2 = 0), and in
practice it was found that the leading e↵ect is to cause
a shallow minimum in �q followed by an increase [47]
(as we also discuss further below in Sec. II E). The value
of �q here is still small, and in Fig. 1 this stage is just
indicated by the curve segment close to the horizontal
axis in one of the T < Tc cases. For tL1/⌫ not small
but tL1/⌫0

q ⌧ 1, which corresponds to ⇠ ⌧ L ⌧ ⇠0
q
,

the second relevant argument in Eq. (10) can still be
neglected, while the first one should result in a power-
law behavior (exactly as in conventional finite-size scaling
with a single relevant field [53]); thus �q ⇠ L�|yq|(tL1/⌫)a

for some exponent a (on which we will elaborate further
below). The Binder cumulant flows further toward 1 as
the relative fluctuations of m diminish with increasing
system size when L > ⇠. This second scale invariant flow
can take us arbitrarily close to the NG point by choosing
t su�ciently small and using large enough system sizes.

Upon further increasing L, when tL1/⌫0
is no longer

small, i.e., L is of order ⇠0
q
or larger, the above power

laws in L and t still remain valid and we can write the
scaling form Eq. (10) as

�q ⇠ L�|yq|(tL1/⌫)ag(tL1/⌫0
q ), (11)

where g(x2) is a scaling function of only the second rel-
evant argument in Eq. (10). It was argued in Ref. [47]
(and supported with MC data) that form (11) captures
the RG flow away from the NG fixed point all the way to
the Zq fixed point (but we note that the validity of such
scaling when � ! 1 was questioned in previous work [41],
though supporting evidence was also seen numerically).
It is useful to recast the L and t dependent prefactor of
g(x2) in Eq. (11) more explicitly in terms of an exponent
p governing the size dependence, �q / Lp, when x2 is
still small (i.e., g ⇡ 1) and the flow is still close to the
NG point. Then, for all x2,

�q ⇠ Lpt⌫(p+|yq|)g(tL1/⌫0
q ), (12)

and we will no longer refer to the exponent a = ⌫(p+|yq|)
introduced in the intermediate step in Eq. (11).

Further constraints on the above form of �q can be set
by considering the final RG stage �q ! 1, where the L
and t dependence must vanish. This necessitates g !
(tL1/⌫0

q )b, with the exponent b chosen so that the powers
of t and L in Eq. (12) are canceled, which is possible only
if ⌫0

q
is constrained by the values of p and |yq|. These

arguments result in the relationship between ⌫ and ⌫0
q
in
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consistently determined from the MC RG flows. Thus,
we have a = ⌫(p� yq) in Eq. (10);

�q = L
p
t
⌫(p�yq)g(tL1/⌫0

q ). (11)

This form should apply also when �q ! 1, demanding

g ! (tL1/⌫0
q )b with b = �⌫(p� yq) and ⌫

0
q = �b/p. Then

⌫
0
q = ⌫(1� yq/p) = ⌫(1 + |yq|/p), (12)

which for p = 3 agrees with Ref. [10], while for p = 2
it agrees with Refs. [11, 12]. When �q deviates from 1,

g ! (tL1/⌫0
q )b[1� k(tL1/⌫0

q )], so that for large tL
1/⌫0

q

�q ! 1� k(tL1/⌫0
q ), (13)

where the function k must be dimensionless.
The exponent ⌫

0
q in Eq. (13) can be determined by a

standard data-collapse procedure [10, 11]. Here we pro-
ceed in a di↵erent way: The function k(x) can be Taylor
expanded around some arbitrary point x0 where �q = y0;
�q = y0 + a(x� x0), or �q = ax+ b for some b. For fixed
t, we consider L = Lc for which �q(Lc) = e for some e,

which gives Lc / t
�⌫0

q . In Fig. 5(a) we extract Lc for
e = 0.5, 0.55, and 0.6. Analyzing the scaling behavior
with t in Fig. 5(b), we find ⌫

0
6 = 1.52(4). Thus, Eq. (12)

with |y6| = 2.55(6) is satisfied if p = 2, in agreement
with Refs. [11, 12]. From Eq. (11), the initial growth of
�q with L is then �q / L

2; not / L
3 [10].

Near the NG fixed point.—Finally we consider the dis-
tance to the NG fixed point (1, 0), where Eq. (11) applies
with g ⇡ 1 (L ⌧ ⇠

0
q can be tested self-consistently [19]).

U is close to 1, but should remain of the form U(tL1/⌫)
because, as we will see, L and t for a given curve in the re-
gion of interest are related such that t ! 0 when L ! 1.
We need 1� U , which has a non-trivial scaling form

1� U / (tL1/⌫)�r
, (14)

where it has been argued that, in some cases, r = d⌫ = 3⌫
[22]. However, this result is based on subtle assumptions
and may not be generic [23]. As shown in SM [19], r =
1.52(2) 6= 3⌫ for the XY model.

The distance to the NG fixed point is, from Eq. (14)
and Eq. (11) with ⌫(2� yq) = 2⌫0q and g ⇡ 1;

d3 =
p

L�2r/⌫t�2r + L4t
4⌫0

q , (15)

and minimizing with respect to L leads to

D3 /
q
t2r(R�1) + t

4(⌫0
q�R⌫)

, L3 / t
�⌫R

, (16)

where R = (r+2⌫0q)/(r+2⌫). For the q = 6 case we then

have D3 / t
0.9(1) and L3 / t

�1.07(3). From the analysis
in Fig. 6 the exponents are 1.19(3) and �1.14(2), respec-
tively, in reasonable agreement with the prediction, again
considering that we have not included any scaling correc-
tions. The cross-over behavior around the NG point is
also the most intricate of all the regions in the way the
two length scales intermingle.
Discussion.—The standard finite-size scaling hypothe-

sis in the presence of a DIP (see, e.g., Ref. [24]) includes
only tL

1/⌫ and the irrelevant field hL
y in Eq. (1), which

is su�cient for extracting the critical exponents close to
Tc; up to |T � Tc| / L

�1/⌫ . As we have shown here with

the clock model, the other relevant variable tL1/⌫0
q is nec-

essary for describing the symmetry cross-over from U(1)
to Zq. By considering di↵erent necessary (for scaling)
limiting forms when the arguments are small or large, we
have quantitatively explained the entire MC RG flows.
The controversial relationship between ⌫

0
q and the scal-

ing dimension yq [8, 10–12, 20] involves an exponent p

associated with the initial formation of an e↵ective Zq

symmetric potential for the order parameter. Analytical
RG methods for related problems, e.g., the Sine-Gordon
model with a weak potential are indeed highly non-trivial
and sensitive to the type of approximation used [25]. In
our approach, p for a given system is obtained from nu-
merical data and can then be used to further understand-
ing of the subtle physics of the DIP. We have here con-
firmed numerically that p = 2 in the clock model [11, 12],
but this exponent is not necessarily universal—it may
depend on a combination of the finite-size properties of
the fixed point with the higher symmetry (here the well-
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
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q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here
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1/⌫ ⌧ 1 in Eq. (4), and to leading order
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yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL
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�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1
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, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be

3

TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be

⇠ ⌧ L ⌧ ⇠0
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consistently determined from the MC RG flows. Thus,
we have a = ⌫(p� yq) in Eq. (10);

�q = L
p
t
⌫(p�yq)g(tL1/⌫0

q ). (11)

This form should apply also when �q ! 1, demanding

g ! (tL1/⌫0
q )b with b = �⌫(p� yq) and ⌫

0
q = �b/p. Then

⌫
0
q = ⌫(1� yq/p) = ⌫(1 + |yq|/p), (12)

which for p = 3 agrees with Ref. [10], while for p = 2
it agrees with Refs. [11, 12]. When �q deviates from 1,

g ! (tL1/⌫0
q )b[1� k(tL1/⌫0

q )], so that for large tL
1/⌫0

q

�q ! 1� k(tL1/⌫0
q ), (13)

where the function k must be dimensionless.
The exponent ⌫

0
q in Eq. (13) can be determined by a

standard data-collapse procedure [10, 11]. Here we pro-
ceed in a di↵erent way: The function k(x) can be Taylor
expanded around some arbitrary point x0 where �q = y0;
�q = y0 + a(x� x0), or �q = ax+ b for some b. For fixed
t, we consider L = Lc for which �q(Lc) = e for some e,

which gives Lc / t
�⌫0

q . In Fig. 5(a) we extract Lc for
e = 0.5, 0.55, and 0.6. Analyzing the scaling behavior
with t in Fig. 5(b), we find ⌫

0
6 = 1.52(4). Thus, Eq. (12)

with |y6| = 2.55(6) is satisfied if p = 2, in agreement
with Refs. [11, 12]. From Eq. (11), the initial growth of
�q with L is then �q / L

2; not / L
3 [10].

Near the NG fixed point.—Finally we consider the dis-
tance to the NG fixed point (1, 0), where Eq. (11) applies
with g ⇡ 1 (L ⌧ ⇠

0
q can be tested self-consistently [19]).

U is close to 1, but should remain of the form U(tL1/⌫)
because, as we will see, L and t for a given curve in the re-
gion of interest are related such that t ! 0 when L ! 1.
We need 1� U , which has a non-trivial scaling form

1� U / (tL1/⌫)�r
, (14)

where it has been argued that, in some cases, r = d⌫ = 3⌫
[22]. However, this result is based on subtle assumptions
and may not be generic [23]. As shown in SM [19], r =
1.52(2) 6= 3⌫ for the XY model.

The distance to the NG fixed point is, from Eq. (14)
and Eq. (11) with ⌫(2� yq) = 2⌫0q and g ⇡ 1;

d3 =
p

L�2r/⌫t�2r + L4t
4⌫0

q , (15)

and minimizing with respect to L leads to

D3 /
q
t2r(R�1) + t

4(⌫0
q�R⌫)

, L3 / t
�⌫R

, (16)

where R = (r+2⌫0q)/(r+2⌫). For the q = 6 case we then

have D3 / t
0.9(1) and L3 / t

�1.07(3). From the analysis
in Fig. 6 the exponents are 1.19(3) and �1.14(2), respec-
tively, in reasonable agreement with the prediction, again
considering that we have not included any scaling correc-
tions. The cross-over behavior around the NG point is
also the most intricate of all the regions in the way the
two length scales intermingle.
Discussion.—The standard finite-size scaling hypothe-

sis in the presence of a DIP (see, e.g., Ref. [24]) includes
only tL

1/⌫ and the irrelevant field hL
y in Eq. (1), which

is su�cient for extracting the critical exponents close to
Tc; up to |T � Tc| / L

�1/⌫ . As we have shown here with

the clock model, the other relevant variable tL1/⌫0
q is nec-

essary for describing the symmetry cross-over from U(1)
to Zq. By considering di↵erent necessary (for scaling)
limiting forms when the arguments are small or large, we
have quantitatively explained the entire MC RG flows.
The controversial relationship between ⌫

0
q and the scal-

ing dimension yq [8, 10–12, 20] involves an exponent p

associated with the initial formation of an e↵ective Zq

symmetric potential for the order parameter. Analytical
RG methods for related problems, e.g., the Sine-Gordon
model with a weak potential are indeed highly non-trivial
and sensitive to the type of approximation used [25]. In
our approach, p for a given system is obtained from nu-
merical data and can then be used to further understand-
ing of the subtle physics of the DIP. We have here con-
firmed numerically that p = 2 in the clock model [11, 12],
but this exponent is not necessarily universal—it may
depend on a combination of the finite-size properties of
the fixed point with the higher symmetry (here the well-
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FIG. S6. MC results for the 1�U of the 3D XY model (a) and
the q = 6 hard clock model (b) for di↵erent system lengths L.
The temperatures are below Tc for each model and the data
are shown versus tL1/⌫ , with t = Tc � T . In (a), the line is
a fit to the L = 256 data, giving the exponent r = 1.52(2).
In (b), the line has the same slope and is drawn through the
data sets for tL1/⌫ in the range 50 ⇠ 100.

models should behave very similarly in this regard, since
the clock field close to Tc is irrelevant. However, when
tL

1/⌫ is larger, e.g., when tL
1/⌫ ⇡ 100 in in Fig. S6(b),

there could in principle be a cross-over behavior also in
U , where tL

1/⌫0
q may impact the scaling behavior (per-

haps as a correction) when it also reaches large values.
We do not see any evidence of a break-down of the tL1/⌫

scaling, however.

It would be interesting to study 1 � U also for other
models, to test the generality of the results found here.

XY 

q=6 clock

4

TABLE SII. Scaling dimension of the Zq field based on the
fits in Fig. S4 and compared with previous numerical results.

q 1 2 3
yq 2.481(1) 1.7677(4) 0.876(13)

2.4810(3) [18] 1.7639(11) [16] 0.8915(20) [16]

it becomes extremely hard to extract the scaling dimen-
sion in this way. We show our q = 4 data in Fig. S5. Here
we do not report any results of fitting, but only indicate
the expected decay power 2� = (3 + |y4|) ⇡ 6.23 based
on the scaling dimension yq ⇡ �0.114 extracted with the
alternative method in the main paper.

Here we should again note that the previous MC study
[16] used a system-integrated correlator, for which the
decay exponent is 2(3 ��q) = 2yq. With the larger ex-
ponent due to summation over the system volume, the
error bars are significantly reduced and the results were
therefore considerably less noisy than in the data pre-
sented here. The long-distance correlator is possibly less
a↵ected by scaling corrections, though we have not tested
this. Our approach of explicitly including the field still
appears to work better, having a decay exponent of just
yq. Our main purpose of studying the Zq correlation
functions here was mainly to establish the consistency
between the two approaches.

4. Asymptotic form of the Binder cumulant

Recall that, in the critical finite-size scaling form of
some singular quantity A,

A(t, L) = L
�
g(tL1/⌫), (S11)

the exponent � must be compatible with the asymptotic
form of the scaling function g(x), x = tL

1/⌫ . This be-
havior is connected to the size-independent scaling form
in the thermodynamic limit, A / t

 (where  is a generic
notation for the critical exponent for the quantity in ques-
tion), which is obtained if g ! x

 when x ! 1 (i.e.,
L ! 1 for fixed small t). Then, to eliminate the L

dependence we must have � = �/⌫.
In the case of the dimensionless Binder cumulant U ,

� = 0 and, accordingly, the corresponding scaling func-
tion g(x) in Eq. (S11) must take the form g ! c, where
c is a constant which we know takes the value c = 1 in
the ordered phase (while c = 0 in the disordered phase).
The scaling form does not immediately tell us how g ap-
proaches 1, however, which is what we need in the anal-
ysis of the flow close to the NG fixed point in the main
paper. It should be noted that the scaling regime of
interest here does not yet correspond to Gaussian fluc-
tuations in the ordered phase, because t approaches zero
with increasing length-scale, as shown in the main paper.
A natural assumption is that 1� g(x) takes a power-law
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FIG. S5. The Zq anisotropy correlation function for q = 4.
The line has slope given by the scaling dimension �2�4 =
�6 + 2y4 = �6.23 from Table I in the main paper.

form, 1�g(x) / x
�r, corresponding to the form of 1�U

in Eq. (14). The exponent r should presumably also be
related to the critical exponents of the universality class
in question.

Surprisingly, while the Binder cumulant is one of the
most important quantities used to characterize critical
points in numerical studies [4, 5], the asymptotic form of
1 � U has not been extensively studied—the focus has
naturally been on the behavior for small arguments; x =
0 and x ⇡ 0. We are only aware of Privman’s work on
the asymptotic x ! 1 behavior [22, 23]. He argued
that r = d⌫ but also pointed out that the assumptions
underlying this conclusion are somewhat speculative and
untested.

To investigate the scaling behavior, we have carried
out systematic MC calculations of the 3D XY model and
the q = 6 clock model inside their ordered phase in order
to extract the exponent r independently. Our results for
the XY model are shown in Fig. S6(a). We performed
dedicated simulations targeting 1 � U for system sizes
up to L = 256 for a wide range of the scaling variable
tL

1/⌫ , su�cient to reliably observe data collapse and an
asymptotic power-law form. A fit to the L = 256 data
gives the exponent r = 1.52(2), which is clearly di↵erent
from Privman’s prediction r = 3⌫ ⇡ 2.02 [22, 23]. As
Privman pointed out, there are subtle assumptions made
in the derivation of his result, and the behavior may not
be generic. In the case here, the exponent is consistent
within statistical errors with the exponent 1/⌫, but we
see no obvious reason for this value.

In the case of the clock model, results for which are
shown in Fig. S6(b), we have just plotted the same data
that we used in the main paper, going up only to L = 64.
The data forming a group in the range tL1/⌫ ⇡ 50 ⇠ 100
are fully consistent with the same exponent as in the
XY model, and for lower values of the scaling variable
the behaviors are also very similar. For small and mod-
erate values of tL1/⌫ it is clear that the clock and XY

Shao , Guo and Sandvik, PRL (2020). 
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L
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q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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C. RG flows and scaling function

Using MC results for �q and Um, we can investigate
four di↵erent types of RG flows using a diagram of the
kind shown schematically in Fig. 1. Here each trajectory
is for a particular value of t = Tc�T and corresponds to
a set of increasing system sizes. A small size marks the
start of the trajectory and increasing system size at fixed
t corresponds to lowering the energy scale (or increasing
the coarse-graining length scale). Pictorially, such a dia-
gram looks very much like a standard RG flow diagram
(see, e.g., Ref. [38, 41]), but it should be stressed that
we are not looking at flows of couplings, but of operators
conjugate to those couplings that are directly accessible
in simulations.

Two of the fixed points in Fig. 1 are stable as viewed
from the RG perspective—those corresponding to the
paramagnetic phase (Um = 0, �q = 0) and the ferro-
magnetic Zq breaking phase (Um = 1, �q = 1). The
critical XY point is unstable, and since it is associated
with emergent U(1) symmetry it is located in the flow
diagram at �q = 0, with the Binder cumulant taking a
universal value Umc between 0 and 1. Finally, the point
Um = 1, �q = 0 in the diagram is the unstable NG point,
where U(1) symmetry is spontaneously broken. The NG
point is the stable fixed point of the ordered phase of the
3D XY model without clock perturbation. It is never
reached asymptotically in the clock model but attracts
the flow to its neighborhood if T is close to Tc. The ulti-
mate flow away from the NG fixed point toward the Zq

point is governed by the exponent ⌫0
q
> ⌫.

An actual flow diagram based on high-quality simu-
lation data for the q = 6 clock model was presented in
Ref. [47], and various aspects of the flow were tested to
confirm the validity of an asymptotic scaling form

�q ⇠ �(tL1/⌫ , htL1/⌫0
q , hL�|yq|), (8)

describing the finite-size flows with two relevant argu-
ments and one scaling correction due to the irrelevant
clock field. Since �q = 0 if h = 0, an expansion in the
small irrelevant argument gives

�q ⇠ hL�|yq|�(tL1/⌫ , htL1/⌫0
q , 0), (9)

which for fixed h (which has an undetermined value in
the hard clock models used here) we simply write as

�q ⇠ L�|yq|�(tL1/⌫ , tL1/⌫0
q ), (10)

without the proportionality constant h (noting that there
are also other, unknown proportionality constants). We
note again that the condition x2 = tL1/⌫0 ⌧ x1 = tL1/⌫

can always be fulfilled, at least in principle, for large L,
and this condition is what allows us to analyze �(x1, x2)
in three distinct limits of the arguments; 1) x1, x2 ⌧ 1,
2) x1 � 1, x2 ⌧ 1, and 3) x1 � 1, x2 � 1.

Following the schematic flow diagram in Fig. 1 and
the quantitative scaling function Eq. (10) it can be seen

that two approximately scale invariant regions of the flow
diagram can be identified. The standard critical scale-
invariant behavior �q ⇠ L�|yq| applies when tL1/⌫ ⌧ 1,
i.e., for L ⌧ ⇠ (exemplified in Fig. 1 by the T = Tc

curve). The initial e↵ect of tL1/⌫ > 0 is an increase in
the cumulant Um, while �q continues to decay because
of the L�|yq| factor, thus steering the flow toward the
NG point. When x1 = tL1/⌫ grows further, its e↵ect
can initially be taken into account perturbatively as an
expansion of the scaling function �(x1, x2 = 0), and in
practice it was found that the leading e↵ect is to cause
a shallow minimum in �q followed by an increase [47]
(as we also discuss further below in Sec. II E). The value
of �q here is still small, and in Fig. 1 this stage is just
indicated by the curve segment close to the horizontal
axis in one of the T < Tc cases. For tL1/⌫ not small
but tL1/⌫0

q ⌧ 1, which corresponds to ⇠ ⌧ L ⌧ ⇠0
q
,

the second relevant argument in Eq. (10) can still be
neglected, while the first one should result in a power-
law behavior (exactly as in conventional finite-size scaling
with a single relevant field [53]); thus �q ⇠ L�|yq|(tL1/⌫)a

for some exponent a (on which we will elaborate further
below). The Binder cumulant flows further toward 1 as
the relative fluctuations of m diminish with increasing
system size when L > ⇠. This second scale invariant flow
can take us arbitrarily close to the NG point by choosing
t su�ciently small and using large enough system sizes.

Upon further increasing L, when tL1/⌫0
is no longer

small, i.e., L is of order ⇠0
q
or larger, the above power

laws in L and t still remain valid and we can write the
scaling form Eq. (10) as

�q ⇠ L�|yq|(tL1/⌫)ag(tL1/⌫0
q ), (11)

where g(x2) is a scaling function of only the second rel-
evant argument in Eq. (10). It was argued in Ref. [47]
(and supported with MC data) that form (11) captures
the RG flow away from the NG fixed point all the way to
the Zq fixed point (but we note that the validity of such
scaling when � ! 1 was questioned in previous work [41],
though supporting evidence was also seen numerically).
It is useful to recast the L and t dependent prefactor of
g(x2) in Eq. (11) more explicitly in terms of an exponent
p governing the size dependence, �q / Lp, when x2 is
still small (i.e., g ⇡ 1) and the flow is still close to the
NG point. Then, for all x2,

�q ⇠ Lpt⌫(p+|yq|)g(tL1/⌫0
q ), (12)

and we will no longer refer to the exponent a = ⌫(p+|yq|)
introduced in the intermediate step in Eq. (11).

Further constraints on the above form of �q can be set
by considering the final RG stage �q ! 1, where the L
and t dependence must vanish. This necessitates g !
(tL1/⌫0

q )b, with the exponent b chosen so that the powers
of t and L in Eq. (12) are canceled, which is possible only
if ⌫0

q
is constrained by the values of p and |yq|. These

arguments result in the relationship between ⌫ and ⌫0
q
in
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Eq. (2), but to further determine the value of p requires
analysis of the physics of the NG point.

To study the RG flows with MC simulations, using
small values of t is necessary in order to attain the large
separation in the length scales ⇠ and ⇠0

q
that is required

to clearly observe the second flow toward the NG fixed
point, and this becomes easier for larger q because ⌫0

q
/⌫

increases with increasing q [38, 40, 41, 45, 47]. For q = 4
(where the soft version of the model has to be used), it
is in practice impossible to observe all the stages of the
RG flow [47] because y4 ⇡ �0.1 is very small, while the
separation can be clearly achieved for q = 5 (y5 ⇡ �1.27)
and q = 6 (y6 ⇡ �2.5). For larger q, the separation
of length scales becomes too large and it is di�cult to
observe the U(1)–Zq cross-over.

D. Cross-over from the NG point

The exponent relationship Eq. (2) was already some
time ago demonstrated with p = 2 by Chubukov et
al. [36] (in their Appendix B) by using the scaling form
for the transverse susceptibility of the system, which
should deviate from the NG form when the observed
length scale (the inverse of the momentum chosen in the
susceptibility) exceeds ⇠0

q
. Later works have also justified

p = 2 [41, 44] in related ways, though a contradictory re-
sult with p = 3 has also been argued for [40]. The analysis
of the MC RG flows in Ref. [47] agrees with p = 2 to a
precision of a few percent, and there should now be no
doubt about this being the correct value.

We will build on the approach by Chubukov et al. [36]
when we consider anisotropic systems in Sec. IV. For
completeness, we review their approach leading to p = 2
here. The starting point of the argument is that the
Goldstone modes are well defined at the point where the
RG flow approaches close to the NG fixed point. The
perturbative response to the discrete symmetry breaking
field h cos(q✓) can be understood through the transverse
susceptibility. Following Ref. [36], the transverse suscep-
tibility of a system with its global magnetization along
✓ = 0 is qualitatively controlled by the universal function
(which we motivate further in Appendix A)

f(k̄, h̄) / 1

k̄2 + h̄
. (13)

Here k̄ and h̄ are dimensionless quantities related to the
physical momentum and clock field through k̄ / k⇠, and
h̄ / h⇠yq , respectively. Qualitative control of this func-
tion shifts from k̄ to h̄ at k̄ / h̄1/2, i.e., when k⇠ / ⇠yq/2.
To rewrite this relation in terms of ⌫ and ⌫0

q
, we only need

to note that the value of k where the NG susceptibility is
violated corresponds to a length scale k�1, and by defi-
nition this is exactly the U(1) cross-over length ⇠0

q
. Thus

⇠/⇠0
q
⇠ ⇠yq/2, which is exactly equivalent to the relation

between the exponents ⌫ and ⌫0 in Eq. (2) with p = 2.
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FIG. 2. MC results for the angular clock order parameter vs
the system size for T < Tc close to Tc ⇡ 2.203 of the 6-state
clock model. The lines on this log-log plot show fits of the
form �6 = aL2t⌫(p+|yq |) with t = Tc � T , y6 = �2.509 [45],
and p = 2. The prefactor a was obtained in a fit to only the
T = 1.95 data, and the other curves were drawn using this
same value of a.

E. Numerical results for the initial cross-over

The relationship �q ⇠ Lpt⌫(p�yq), which is a reduced

form of Eq. (11) for tL1/⌫0
q ! 0 and is applicable to

the initial development of discrete order, has not been
tested directly in numerics (though the consequences
were probed in Refs. [41, 47] by analyzing data in other
ways). Here, we present data from MC simulations of the
q = 6 clock model with J = 1 and temperatures chosen
to be slightly below Tc = 2.203(1) (where the number
within parentheses here and henceforth is the statistical
error of the preceding digit). Our method for determining
the critical point in all cases is through Binder cumulant
crossing points [54, 55] as in Ref. [47]. We illustrate this
method for the quantum clock model in Appendix C,
where all the critical point values of the models studied
in this paper are also listed.

Fig. 2 shows a common fit to �6 data versus L for
four di↵erent choices of T < Tc and using p = 2 to
test the consistency with the expected form. We used
the best known value of the irrelevant scaling dimension,
y6 = �2.509(7) [45] (which agrees also with the value
extracted in Ref. [47], but with a smaller error bar in the
q = 6 case). We fixed the prefactor of the power law at
T = 1.95 and used the same factor for all other tempera-
tures, together with the predicted scaling factor t⌫(2�yq)

in Eq. (12) for the di↵erent values of t. We observe very
good agreement between the data and the predicted form,
both as regards the t dependence and the L dependence
over a wide range of system sizes.

Here it should be noted that the L2 behavior is pre-
ceded by a minimum in �6 at a system size L⇤(t), the
scaling of which was studied in Ref. [47]. For general q,
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that two approximately scale invariant regions of the flow
diagram can be identified. The standard critical scale-
invariant behavior �q ⇠ L�|yq| applies when tL1/⌫ ⌧ 1,
i.e., for L ⌧ ⇠ (exemplified in Fig. 1 by the T = Tc

curve). The initial e↵ect of tL1/⌫ > 0 is an increase in
the cumulant Um, while �q continues to decay because
of the L�|yq| factor, thus steering the flow toward the
NG point. When x1 = tL1/⌫ grows further, its e↵ect
can initially be taken into account perturbatively as an
expansion of the scaling function �(x1, x2 = 0), and in
practice it was found that the leading e↵ect is to cause
a shallow minimum in �q followed by an increase [47]
(as we also discuss further below in Sec. II E). The value
of �q here is still small, and in Fig. 1 this stage is just
indicated by the curve segment close to the horizontal
axis in one of the T < Tc cases. For tL1/⌫ not small
but tL1/⌫0

q ⌧ 1, which corresponds to ⇠ ⌧ L ⌧ ⇠0
q
,

the second relevant argument in Eq. (10) can still be
neglected, while the first one should result in a power-
law behavior (exactly as in conventional finite-size scaling
with a single relevant field [53]); thus �q ⇠ L�|yq|(tL1/⌫)a

for some exponent a (on which we will elaborate further
below). The Binder cumulant flows further toward 1 as
the relative fluctuations of m diminish with increasing
system size when L > ⇠. This second scale invariant flow
can take us arbitrarily close to the NG point by choosing
t su�ciently small and using large enough system sizes.

Upon further increasing L, when tL1/⌫0
is no longer

small, i.e., L is of order ⇠0
q
or larger, the above power

laws in L and t still remain valid and we can write the
scaling form Eq. (10) as

�q ⇠ L�|yq|(tL1/⌫)ag(tL1/⌫0
q ), (11)

where g(x2) is a scaling function of only the second rel-
evant argument in Eq. (10). It was argued in Ref. [47]
(and supported with MC data) that form (11) captures
the RG flow away from the NG fixed point all the way to
the Zq fixed point (but we note that the validity of such
scaling when � ! 1 was questioned in previous work [41],
though supporting evidence was also seen numerically).
It is useful to recast the L and t dependent prefactor of
g(x2) in Eq. (11) more explicitly in terms of an exponent
p governing the size dependence, �q / Lp, when x2 is
still small (i.e., g ⇡ 1) and the flow is still close to the
NG point. Then, for all x2,

�q ⇠ Lpt⌫(p+|yq|)g(tL1/⌫0
q ), (12)

and we will no longer refer to the exponent a = ⌫(p+|yq|)
introduced in the intermediate step in Eq. (11).

Further constraints on the above form of �q can be set
by considering the final RG stage �q ! 1, where the L
and t dependence must vanish. This necessitates g !
(tL1/⌫0

q )b, with the exponent b chosen so that the powers
of t and L in Eq. (12) are canceled, which is possible only
if ⌫0

q
is constrained by the values of p and |yq|. These

arguments result in the relationship between ⌫ and ⌫0
q
in

�q ⇠ L�|yq|(tL1/⌫)a

⇠ Lpt⌫(p+|yq|)
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FIG. 3. Scaling behavior of the minimum distances to the
XY fixed point. (a) shows the MC data being used and the
definition of the distance. In (b) the distance d for a given
temperature as a function of the linear system size L is shown
with the lines being the third order polynomial fit and the red
dots being the minimums. (c) and (d) show the power law be-
haviors of dXY

min and LdXY
min

, and the fitted powers are 0.372(1)

and �0.404(4) respectively, consistent with the expected val-
ues in Eq. (8).

leading correction w1 = 0.785(20) [11], we have extracted
it in the process of evaluating the critical temperature in
the supplemental material [8]. With ! = 0.94(3) much
smaller than y6 = 2.55, the scaling behavior of dXY (T, L)
should only be dominated by the first term in Eq. (6),
i.e.,

d
XY (T, L) / tL

1/⌫ + L
�!

. (7)

With the derivative of Eq. (7) being 0, we have the min-
imized distance d

XY
min and the corresponding system size

LdXY
min

scales with t as

d
XY
min / t

!
1/⌫+! / t

0.38(2)
, LdXY

min
/ t

�1
1/⌫+! / t

�0.408(5)
,

(8)
powers of which calculated directly from the values of ⌫
and !.

With the MC data in Fig. 3 (a), we calculate the
distance d for a given temperature as a function of the
linear system size L and show it in Fig. 3 (b). By apply-
ing third order polynomial fit and taking the derivative,
we find the minimum distances and labeled them with
red dots. In Fig. 3 (c) and (d) we apply the power law
fit of dXY

min and LdXY
min

, and the fitted powers are 0.372(1)
and �0.404(4) respectively, consistent with the expected
values in Eq. (8).

We then derive the scaling behavior of the minimum
distances to the x-axis, illustrated in Fig. 4. This stage
is still governed by the XY criticality, so the size depen-
dence of the distance d

X for a given temperature should
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behave the same as �6 in Eq. (4). By taking the deriva-
tives to be 0, we find the minimized distance d

X
min and

the corresponding system size LdX
min

scaling with t as

d
X
min / t

y6⌫ / t
1.75(3)

, LdX
min

/ t
�⌫ / t

�0.6717(1)
. (9)

With the same process as in Fig. 3, we apply the power
law fit of dXmin and LdX

min
in Fig. 4 (c) and (d) , and the

fitted powers are 1.88(2) and�0.60(3) respectively, which
are several error bars away from the expected values in
Eq. (9).
We have also studied the scaling behavior of the mini-

mum distances to the NG fixed point, illustrated in Fig.

dNG
min ⇠ t1.19(3)

LdNG
min

⇠ t�1.14(2)

3

TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be

3
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The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.
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q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here
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ity. The Binder cumulant scales as
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, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
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(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL
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�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)
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, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
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q

are both small. Since tL
1/⌫0
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1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
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is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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der parameter in the ordered phase takes the form
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yq�(tL1/⌫
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q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here
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1/⌫ ⌧ 1 in Eq. (4), and to leading order
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where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
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, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL
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�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1
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, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be

⇠ ⌧ L ⌧ ⇠0
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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FIG. 3. (a) Distance d1(L) to the XY fixed point. Black and
blue solid circles correspond to T = 2.193 and T = 2.201,
respectively, and open circles show temperatures in between.
The minimums (red circles) were obtained by polynomial fits.
(b) Power law behaviors in t of the minimum distance D1 and
corresponding size L1 [red dots in (a)].
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FIG. 4. (a) Distance of the curves in Fig. 1 to the x-axis.
The black and blue solid circles correspond to T = 2.06 and
2.14, respectively, and the open circles are for equally spaced
T . (b) The minimums (red dots) in (a) exhibit scaling in t of
the minimum distance D2 and the corresponding size L2.

RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be

�q ⇠ Lpt⌫(p+|yq|)g
⇣
tL1/⌫0

q

⌘
⇠ Lpt⌫(p+|yq|)

⇣
1 + tL1/⌫0

q

⌘
⇠ �q(0) + tL1/⌫0

q
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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respectively, and open circles show temperatures in between.
The minimums (red circles) were obtained by polynomial fits.
(b) Power law behaviors in t of the minimum distance D1 and
corresponding size L1 [red dots in (a)].
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be
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FIG. 6. Scaling behavior around the crossover area. In (a)
the dots are the MC data and the lines are third order poly-
nomial fit for a given T . The crossing points with three
horizontal lines where �6 = 0.4, 0.5 and 0.6 are analyzed
in (b). (b) The power law behaviors of system size at the
crossing points Lcross v.s. the temperature t. A joint fit
is applied with a common exponent but di↵erent prefactors,
giving ⌫0 = 1.52(1).

5. This stage is where the crossover behavior starts to
happen and the scaling behavior get complicated because
both ⇠ and ⇠

0 a↵ect this region. We do find well defined
power law behaviors of dNG

min and LdNG
min

in Fig. 5 (c) and
(d) , and the fitted powers are 1.19(3) and �1.14(2) re-
spectively, but leave the expected scaling powers as an
open question.

Finally we study the scaling behavior around the
crossover area, illustrated in Fig. 6. This stage is gov-
erned by the second length scale ⇠

0 and, as discussed
above, the scaling form of �q should be as follows:

�q(t, 1/L) / �
0(tL1/⌫0

) / tL
1/⌫0

, (10)

We define crossing points for a given temperature with
horizontal lines for certain �6 values, here we use �6 =
0.4, 0.5 and 0.6. This crossing point is dominated by �6

since the order of the ampulitude has already formed and
U4 scales to 1 exponentially. So the system sizes at the
crossing points Lcross scale simply as,

Lcross / t
�⌫0

. (11)

In Fig. 6 (b) we apply a joint power law fit for the
crossing points with �6 = 0.4, 0.5 and 0.6, where a com-
mon exponent but di↵erent prefactors are used. We find
⌫
0 = 1.52(1),and with y6 = 2.55(6), our result fits per-

fectly the relation ⌫
0 = ⌫(1+ |y6|/2) proposed in the field

theory calculations [4, 5].
In conclusion, we have restudied the angular order pa-

rameter �q of Zq-anisotropic field, and calculated the
scaling dimensions yq at the critical points. Our numeri-
cal results suggest that the first-order ✏ expansion overes-
timate while high-order field-expansion based on the non-
perturbative renormalization group underestimate this
value when q gets larger. With the better understanding
�q, we have construct a quantitative Monte Carlo based
RG flow, where we observe di↵erent stages of the critical
behaviors explicitly. Furthermore, we have found scaling

behaviors in it which are directly related to the critical
exponents. Our result ⌫

0 = 1.52(1) for q = 6 extracted
at the crossover stage plus y6 = 2.55(6) fits the rela-
tion proposed in the field theory calculations [4, 5]. The
Monte Carlo Based RG flow proposed here may also be
applied to the quantum case and study deconfined phase
transition [10] with J-Q model [11, 12] and other models.
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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FIG. 3. (a) Distance d1(L) to the XY fixed point. Black and
blue solid circles correspond to T = 2.193 and T = 2.201,
respectively, and open circles show temperatures in between.
The minimums (red circles) were obtained by polynomial fits.
(b) Power law behaviors in t of the minimum distance D1 and
corresponding size L1 [red dots in (a)].
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FIG. 4. (a) Distance of the curves in Fig. 1 to the x-axis.
The black and blue solid circles correspond to T = 2.06 and
2.14, respectively, and the open circles are for equally spaced
T . (b) The minimums (red dots) in (a) exhibit scaling in t of
the minimum distance D2 and the corresponding size L2.

RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be

5

C. RG flows and scaling function

Using MC results for �q and Um, we can investigate
four di↵erent types of RG flows using a diagram of the
kind shown schematically in Fig. 1. Here each trajectory
is for a particular value of t = Tc�T and corresponds to
a set of increasing system sizes. A small size marks the
start of the trajectory and increasing system size at fixed
t corresponds to lowering the energy scale (or increasing
the coarse-graining length scale). Pictorially, such a dia-
gram looks very much like a standard RG flow diagram
(see, e.g., Ref. [38, 41]), but it should be stressed that
we are not looking at flows of couplings, but of operators
conjugate to those couplings that are directly accessible
in simulations.

Two of the fixed points in Fig. 1 are stable as viewed
from the RG perspective—those corresponding to the
paramagnetic phase (Um = 0, �q = 0) and the ferro-
magnetic Zq breaking phase (Um = 1, �q = 1). The
critical XY point is unstable, and since it is associated
with emergent U(1) symmetry it is located in the flow
diagram at �q = 0, with the Binder cumulant taking a
universal value Umc between 0 and 1. Finally, the point
Um = 1, �q = 0 in the diagram is the unstable NG point,
where U(1) symmetry is spontaneously broken. The NG
point is the stable fixed point of the ordered phase of the
3D XY model without clock perturbation. It is never
reached asymptotically in the clock model but attracts
the flow to its neighborhood if T is close to Tc. The ulti-
mate flow away from the NG fixed point toward the Zq

point is governed by the exponent ⌫0
q
> ⌫.

An actual flow diagram based on high-quality simu-
lation data for the q = 6 clock model was presented in
Ref. [47], and various aspects of the flow were tested to
confirm the validity of an asymptotic scaling form

�q ⇠ �(tL1/⌫ , htL1/⌫0
q , hL�|yq|), (8)

describing the finite-size flows with two relevant argu-
ments and one scaling correction due to the irrelevant
clock field. Since �q = 0 if h = 0, an expansion in the
small irrelevant argument gives

�q ⇠ hL�|yq|�(tL1/⌫ , htL1/⌫0
q , 0), (9)

which for fixed h (which has an undetermined value in
the hard clock models used here) we simply write as

�q ⇠ L�|yq|�(tL1/⌫ , tL1/⌫0
q ), (10)

without the proportionality constant h (noting that there
are also other, unknown proportionality constants). We
note again that the condition x2 = tL1/⌫0 ⌧ x1 = tL1/⌫

can always be fulfilled, at least in principle, for large L,
and this condition is what allows us to analyze �(x1, x2)
in three distinct limits of the arguments; 1) x1, x2 ⌧ 1,
2) x1 � 1, x2 ⌧ 1, and 3) x1 � 1, x2 � 1.

Following the schematic flow diagram in Fig. 1 and
the quantitative scaling function Eq. (10) it can be seen

that two approximately scale invariant regions of the flow
diagram can be identified. The standard critical scale-
invariant behavior �q ⇠ L�|yq| applies when tL1/⌫ ⌧ 1,
i.e., for L ⌧ ⇠ (exemplified in Fig. 1 by the T = Tc

curve). The initial e↵ect of tL1/⌫ > 0 is an increase in
the cumulant Um, while �q continues to decay because
of the L�|yq| factor, thus steering the flow toward the
NG point. When x1 = tL1/⌫ grows further, its e↵ect
can initially be taken into account perturbatively as an
expansion of the scaling function �(x1, x2 = 0), and in
practice it was found that the leading e↵ect is to cause
a shallow minimum in �q followed by an increase [47]
(as we also discuss further below in Sec. II E). The value
of �q here is still small, and in Fig. 1 this stage is just
indicated by the curve segment close to the horizontal
axis in one of the T < Tc cases. For tL1/⌫ not small
but tL1/⌫0

q ⌧ 1, which corresponds to ⇠ ⌧ L ⌧ ⇠0
q
,

the second relevant argument in Eq. (10) can still be
neglected, while the first one should result in a power-
law behavior (exactly as in conventional finite-size scaling
with a single relevant field [53]); thus �q ⇠ L�|yq|(tL1/⌫)a

for some exponent a (on which we will elaborate further
below). The Binder cumulant flows further toward 1 as
the relative fluctuations of m diminish with increasing
system size when L > ⇠. This second scale invariant flow
can take us arbitrarily close to the NG point by choosing
t su�ciently small and using large enough system sizes.

Upon further increasing L, when tL1/⌫0
is no longer

small, i.e., L is of order ⇠0
q
or larger, the above power

laws in L and t still remain valid and we can write the
scaling form Eq. (10) as

�q ⇠ L�|yq|(tL1/⌫)ag(tL1/⌫0
q ), (11)

where g(x2) is a scaling function of only the second rel-
evant argument in Eq. (10). It was argued in Ref. [47]
(and supported with MC data) that form (11) captures
the RG flow away from the NG fixed point all the way to
the Zq fixed point (but we note that the validity of such
scaling when � ! 1 was questioned in previous work [41],
though supporting evidence was also seen numerically).
It is useful to recast the L and t dependent prefactor of
g(x2) in Eq. (11) more explicitly in terms of an exponent
p governing the size dependence, �q / Lp, when x2 is
still small (i.e., g ⇡ 1) and the flow is still close to the
NG point. Then, for all x2,

�q ⇠ Lpt⌫(p+|yq|)g(tL1/⌫0
q ), (12)

and we will no longer refer to the exponent a = ⌫(p+|yq|)
introduced in the intermediate step in Eq. (11).

Further constraints on the above form of �q can be set
by considering the final RG stage �q ! 1, where the L
and t dependence must vanish. This necessitates g !
(tL1/⌫0

q )b, with the exponent b chosen so that the powers
of t and L in Eq. (12) are canceled, which is possible only
if ⌫0

q
is constrained by the values of p and |yq|. These

arguments result in the relationship between ⌫ and ⌫0
q
in

�q ⇠ Lpt⌫(p+|yq|)g
⇣
tL1/⌫0

q

⌘
⇠ Lpt⌫(p+|yq|)

⇣
1 + tL1/⌫0

q

⌘
⇠ �q(0) + tL1/⌫0

q

<latexit sha1_base64="n+TuixoJDlJeUv+srcqFBO7Q+vg=">AAADqHicnVFdT9swFL0hsAGD0W2PvFhUaC1IJUFM4xGNF5B4KBKlTASqxLitRT6M46BVIb8T7Xkv8C+4do0EVAg0R4mPzz3nxNeORMxz5Xl/nSl3eubDx9m5+U8Li5+Xal++HudZISnr0CzO5EkU5izmKesormJ2IiQLkyhm3ehyV9e710zmPEuP1EiwsyQcpLzPaaiQ6tX+BWLIe+VVRYKcJ+TgvBQVUedlkBZBzPqqIdbNfDPSokDywVDdjKdmRQZjjdI+n2wQdGkZ2oXkCausofk/2WOJv/6+cNPGVcNrTui/V71a3Wt5ZpBJ4FtQBzvaWe0WAriADCgUkACDFBTiGELI8TkFHzwQyJ1BiZxExE2dQQXz6C1QxVARInuJ3wGuTi2b4lpn5sZN8S8xvhKdBFbRk6FOItZ/I6ZemGTNvpZdmky9txHOkc1KkFUwRPYt36PyvT7di4I+bJseOPYkDKO7ozalMKeid06edKUwQSCn8QXWJWJqnI/nTIwnN73rsw1N/c4oNavX1GoLuNe7xAv2X17nJDjebPlbrR+HW/WdX/aqZ2EZVqCB9/kTdmAP2tAB6uw7mfPHGblrbtvtur/H0inHer7Bs+FGDz6Y488=</latexit>
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FIG. 5. (a) �6 vs L for temperatures from T = 1.85 (blue
circes) and and 1.95 (black solid circles). The crossing points
with three horizontal lines at 0.5, 0.55, and 0.6 are analyzed
in (b) with a joint power-law with a common exponent.

consistently determined from the MC RG flows. Thus,
we have a = ⌫(p� yq) in Eq. (10);

�q = L
p
t
⌫(p�yq)g(tL1/⌫0

q ). (11)

This form should apply also when �q ! 1, demanding

g ! (tL1/⌫0
q )b with b = �⌫(p� yq) and ⌫

0
q = �b/p. Then

⌫
0
q = ⌫(1� yq/p) = ⌫(1 + |yq|/p), (12)

which for p = 3 agrees with Ref. [10], while for p = 2
it agrees with Refs. [11, 12]. When �q deviates from 1,

g ! (tL1/⌫0
q )b[1� k(tL1/⌫0

q )], so that for large tL
1/⌫0

q

�q ! 1� k(tL1/⌫0
q ), (13)

where the function k must be dimensionless.
The exponent ⌫

0
q in Eq. (13) can be determined by a

standard data-collapse procedure [10, 11]. Here we pro-
ceed in a di↵erent way: The function k(x) can be Taylor
expanded around some arbitrary point x0 where �q = y0;
�q = y0 + a(x� x0), or �q = ax+ b for some b. For fixed
t, we consider L = Lc for which �q(Lc) = e for some e,

which gives Lc / t
�⌫0

q . In Fig. 5(a) we extract Lc for
e = 0.5, 0.55, and 0.6. Analyzing the scaling behavior
with t in Fig. 5(b), we find ⌫

0
6 = 1.52(4). Thus, Eq. (12)

with |y6| = 2.55(6) is satisfied if p = 2, in agreement
with Refs. [11, 12]. From Eq. (11), the initial growth of
�q with L is then �q / L

2; not / L
3 [10].

Near the NG fixed point.—Finally we consider the dis-
tance to the NG fixed point (1, 0), where Eq. (11) applies
with g ⇡ 1 (L ⌧ ⇠

0
q can be tested self-consistently [19]).

U is close to 1, but should remain of the form U(tL1/⌫)
because, as we will see, L and t for a given curve in the re-
gion of interest are related such that t ! 0 when L ! 1.
We need 1� U , which has a non-trivial scaling form

1� U / (tL1/⌫)�r
, (14)

where it has been argued that, in some cases, r = d⌫ = 3⌫
[22]. However, this result is based on subtle assumptions
and may not be generic [23]. As shown in SM [19], r =
1.52(2) 6= 3⌫ for the XY model.

The distance to the NG fixed point is, from Eq. (14)
and Eq. (11) with ⌫(2� yq) = 2⌫0q and g ⇡ 1;

d3 =
p

L�2r/⌫t�2r + L4t
4⌫0

q , (15)

and minimizing with respect to L leads to

D3 /
q
t2r(R�1) + t

4(⌫0
q�R⌫)

, L3 / t
�⌫R

, (16)

where R = (r+2⌫0q)/(r+2⌫). For the q = 6 case we then

have D3 / t
0.9(1) and L3 / t

�1.07(3). From the analysis
in Fig. 6 the exponents are 1.19(3) and �1.14(2), respec-
tively, in reasonable agreement with the prediction, again
considering that we have not included any scaling correc-
tions. The cross-over behavior around the NG point is
also the most intricate of all the regions in the way the
two length scales intermingle.
Discussion.—The standard finite-size scaling hypothe-

sis in the presence of a DIP (see, e.g., Ref. [24]) includes
only tL

1/⌫ and the irrelevant field hL
y in Eq. (1), which

is su�cient for extracting the critical exponents close to
Tc; up to |T � Tc| / L

�1/⌫ . As we have shown here with

the clock model, the other relevant variable tL1/⌫0
q is nec-

essary for describing the symmetry cross-over from U(1)
to Zq. By considering di↵erent necessary (for scaling)
limiting forms when the arguments are small or large, we
have quantitatively explained the entire MC RG flows.
The controversial relationship between ⌫

0
q and the scal-

ing dimension yq [8, 10–12, 20] involves an exponent p

associated with the initial formation of an e↵ective Zq

symmetric potential for the order parameter. Analytical
RG methods for related problems, e.g., the Sine-Gordon
model with a weak potential are indeed highly non-trivial
and sensitive to the type of approximation used [25]. In
our approach, p for a given system is obtained from nu-
merical data and can then be used to further understand-
ing of the subtle physics of the DIP. We have here con-
firmed numerically that p = 2 in the clock model [11, 12],
but this exponent is not necessarily universal—it may
depend on a combination of the finite-size properties of
the fixed point with the higher symmetry (here the well-
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TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.

� yq
q

4 5 6

Ref. [8] 0.2 1.5 3.0
Ref. [12] 0.114 1.16 2.29
Refs. [11, 16] 0.108(6) 1.25 2.5
Ref. [21] 0.128(6) 1.265(6) 2.509(7)
This work 0.114(2) 1.27(1) 2.55(6)

der parameter in the ordered phase takes the form

�q = L
yq�(tL1/⌫

, tL
1/⌫0

q ), (4)

where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We apply this form
to curves such as those shown in Fig. 1, primarily by
defining distances to the various fixed points. We study
q = 6 specifically but keep the general-q notation.

Scaling near the XY point.—Though the critical point
is well known, it is still useful to study the flows in the
two-dimensional space in Fig. 1. We analyze the mini-
mum distances of the T < Tc curves to (UXY, 0). Here

tL
1/⌫0

q ⌧ tL
1/⌫ ⌧ 1 in Eq. (4), and to leading order

�q / L
yq (1 + tL

1/⌫), (5)

where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as

U = U(tL1/⌫) = UXY + tL
1/⌫ + L

�!
, (6)

where ! is the smallest correction exponent a↵ecting U .
The scaling form (i.e., without unimportant factors) of
the distance d1 to the XY fixed point is

d1 /
q

(tL1/⌫ + L�!)2 + L2yq (1 + tL1/⌫)2. (7)

Since ! ⌧ |y6|, the first term in the square-root domi-
nates; d1 / tL

1/⌫ + L
�!, i.e., d1 ! U � UXY here (but

not necessarily in general). Minimizing for fixed t gives
the distance D1 and the corresponding system size L1

D1 / t
!

1/⌫+! = t
0.345(6)

, L1 / t
� 1

1/⌫+! = t
�0.440(4)

, (8)

where we have used ⌫ = 0.6717(1) and ! = 0.785(20)
[18]. Fig. 3(a) shows d1 versus L and Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and �0.404(4), respectively. These values
are in reasonable agreement with Eq. (8) considering scal-
ing corrections for the rather small sizes [19] and the ne-
glected subleading �6 contribution in Eq. (7). The error
bars reflect only statistical fluctuations.

Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
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FIG. 3. (a) Distance d1(L) to the XY fixed point. Black and
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RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL

1/⌫ and tL
1/⌫0

q

are both small. Since tL
1/⌫0

q ⌧ tL
1/⌫ , �q is given by

Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)

D2 / t
�y6⌫ = t

1.71(4)
, L2 / t

�⌫ = t
�0.6717(1)

. (9)

The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and �0.60(3), respectively. The deviations are
again likely due to scaling corrections.
Cross-over exponent ⌫0q.—When tL

1/⌫ � 1 but tL1/⌫0
q

is arbitrary, Eq. (4) must reduce to

�q = L
yq (tL1/⌫)ag(tL1/⌫0

q ), (10)

where the exponent a follows from the physics of the clock
model. Specifically, we can ask how �q depends on L at
fixed t when the U(1) symmetry is barely broken down to
Zq, i.e., when �q ⌧ 1. This is a subtle issue at the heart
of the long-standing controversy regarding the symmetry
cross-over [8, 10–12, 20]. Instead of invoking physical
arguments, we will here simply posit that �q / L

p in

the regime where tL1/⌫ is large but tL1/⌫0
q remains small

[hence g ⇡ 1 in Eq. (10)], and later show how p can be

5

C. RG flows and scaling function

Using MC results for �q and Um, we can investigate
four di↵erent types of RG flows using a diagram of the
kind shown schematically in Fig. 1. Here each trajectory
is for a particular value of t = Tc�T and corresponds to
a set of increasing system sizes. A small size marks the
start of the trajectory and increasing system size at fixed
t corresponds to lowering the energy scale (or increasing
the coarse-graining length scale). Pictorially, such a dia-
gram looks very much like a standard RG flow diagram
(see, e.g., Ref. [38, 41]), but it should be stressed that
we are not looking at flows of couplings, but of operators
conjugate to those couplings that are directly accessible
in simulations.

Two of the fixed points in Fig. 1 are stable as viewed
from the RG perspective—those corresponding to the
paramagnetic phase (Um = 0, �q = 0) and the ferro-
magnetic Zq breaking phase (Um = 1, �q = 1). The
critical XY point is unstable, and since it is associated
with emergent U(1) symmetry it is located in the flow
diagram at �q = 0, with the Binder cumulant taking a
universal value Umc between 0 and 1. Finally, the point
Um = 1, �q = 0 in the diagram is the unstable NG point,
where U(1) symmetry is spontaneously broken. The NG
point is the stable fixed point of the ordered phase of the
3D XY model without clock perturbation. It is never
reached asymptotically in the clock model but attracts
the flow to its neighborhood if T is close to Tc. The ulti-
mate flow away from the NG fixed point toward the Zq

point is governed by the exponent ⌫0
q
> ⌫.

An actual flow diagram based on high-quality simu-
lation data for the q = 6 clock model was presented in
Ref. [47], and various aspects of the flow were tested to
confirm the validity of an asymptotic scaling form

�q ⇠ �(tL1/⌫ , htL1/⌫0
q , hL�|yq|), (8)

describing the finite-size flows with two relevant argu-
ments and one scaling correction due to the irrelevant
clock field. Since �q = 0 if h = 0, an expansion in the
small irrelevant argument gives

�q ⇠ hL�|yq|�(tL1/⌫ , htL1/⌫0
q , 0), (9)

which for fixed h (which has an undetermined value in
the hard clock models used here) we simply write as

�q ⇠ L�|yq|�(tL1/⌫ , tL1/⌫0
q ), (10)

without the proportionality constant h (noting that there
are also other, unknown proportionality constants). We
note again that the condition x2 = tL1/⌫0 ⌧ x1 = tL1/⌫

can always be fulfilled, at least in principle, for large L,
and this condition is what allows us to analyze �(x1, x2)
in three distinct limits of the arguments; 1) x1, x2 ⌧ 1,
2) x1 � 1, x2 ⌧ 1, and 3) x1 � 1, x2 � 1.

Following the schematic flow diagram in Fig. 1 and
the quantitative scaling function Eq. (10) it can be seen

that two approximately scale invariant regions of the flow
diagram can be identified. The standard critical scale-
invariant behavior �q ⇠ L�|yq| applies when tL1/⌫ ⌧ 1,
i.e., for L ⌧ ⇠ (exemplified in Fig. 1 by the T = Tc

curve). The initial e↵ect of tL1/⌫ > 0 is an increase in
the cumulant Um, while �q continues to decay because
of the L�|yq| factor, thus steering the flow toward the
NG point. When x1 = tL1/⌫ grows further, its e↵ect
can initially be taken into account perturbatively as an
expansion of the scaling function �(x1, x2 = 0), and in
practice it was found that the leading e↵ect is to cause
a shallow minimum in �q followed by an increase [47]
(as we also discuss further below in Sec. II E). The value
of �q here is still small, and in Fig. 1 this stage is just
indicated by the curve segment close to the horizontal
axis in one of the T < Tc cases. For tL1/⌫ not small
but tL1/⌫0

q ⌧ 1, which corresponds to ⇠ ⌧ L ⌧ ⇠0
q
,

the second relevant argument in Eq. (10) can still be
neglected, while the first one should result in a power-
law behavior (exactly as in conventional finite-size scaling
with a single relevant field [53]); thus �q ⇠ L�|yq|(tL1/⌫)a

for some exponent a (on which we will elaborate further
below). The Binder cumulant flows further toward 1 as
the relative fluctuations of m diminish with increasing
system size when L > ⇠. This second scale invariant flow
can take us arbitrarily close to the NG point by choosing
t su�ciently small and using large enough system sizes.

Upon further increasing L, when tL1/⌫0
is no longer

small, i.e., L is of order ⇠0
q
or larger, the above power

laws in L and t still remain valid and we can write the
scaling form Eq. (10) as

�q ⇠ L�|yq|(tL1/⌫)ag(tL1/⌫0
q ), (11)

where g(x2) is a scaling function of only the second rel-
evant argument in Eq. (10). It was argued in Ref. [47]
(and supported with MC data) that form (11) captures
the RG flow away from the NG fixed point all the way to
the Zq fixed point (but we note that the validity of such
scaling when � ! 1 was questioned in previous work [41],
though supporting evidence was also seen numerically).
It is useful to recast the L and t dependent prefactor of
g(x2) in Eq. (11) more explicitly in terms of an exponent
p governing the size dependence, �q / Lp, when x2 is
still small (i.e., g ⇡ 1) and the flow is still close to the
NG point. Then, for all x2,

�q ⇠ Lpt⌫(p+|yq|)g(tL1/⌫0
q ), (12)

and we will no longer refer to the exponent a = ⌫(p+|yq|)
introduced in the intermediate step in Eq. (11).

Further constraints on the above form of �q can be set
by considering the final RG stage �q ! 1, where the L
and t dependence must vanish. This necessitates g !
(tL1/⌫0

q )b, with the exponent b chosen so that the powers
of t and L in Eq. (12) are canceled, which is possible only
if ⌫0

q
is constrained by the values of p and |yq|. These

arguments result in the relationship between ⌫ and ⌫0
q
in

�q ⇠ Lpt⌫(p+|yq|)g
⇣
tL1/⌫0

q

⌘
⇠ Lpt⌫(p+|yq|)

⇣
1 + tL1/⌫0

q

⌘
⇠ �q(0) + tL1/⌫0

q
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consistently determined from the MC RG flows. Thus,
we have a = ⌫(p� yq) in Eq. (10);

�q = L
p
t
⌫(p�yq)g(tL1/⌫0

q ). (11)

This form should apply also when �q ! 1, demanding

g ! (tL1/⌫0
q )b with b = �⌫(p� yq) and ⌫

0
q = �b/p. Then

⌫
0
q = ⌫(1� yq/p) = ⌫(1 + |yq|/p), (12)

which for p = 3 agrees with Ref. [10], while for p = 2
it agrees with Refs. [11, 12]. When �q deviates from 1,

g ! (tL1/⌫0
q )b[1� k(tL1/⌫0

q )], so that for large tL
1/⌫0

q

�q ! 1� k(tL1/⌫0
q ), (13)

where the function k must be dimensionless.
The exponent ⌫

0
q in Eq. (13) can be determined by a

standard data-collapse procedure [10, 11]. Here we pro-
ceed in a di↵erent way: The function k(x) can be Taylor
expanded around some arbitrary point x0 where �q = y0;
�q = y0 + a(x� x0), or �q = ax+ b for some b. For fixed
t, we consider L = Lc for which �q(Lc) = e for some e,

which gives Lc / t
�⌫0

q . In Fig. 5(a) we extract Lc for
e = 0.5, 0.55, and 0.6. Analyzing the scaling behavior
with t in Fig. 5(b), we find ⌫

0
6 = 1.52(4). Thus, Eq. (12)

with |y6| = 2.55(6) is satisfied if p = 2, in agreement
with Refs. [11, 12]. From Eq. (11), the initial growth of
�q with L is then �q / L

2; not / L
3 [10].

Near the NG fixed point.—Finally we consider the dis-
tance to the NG fixed point (1, 0), where Eq. (11) applies
with g ⇡ 1 (L ⌧ ⇠

0
q can be tested self-consistently [19]).

U is close to 1, but should remain of the form U(tL1/⌫)
because, as we will see, L and t for a given curve in the re-
gion of interest are related such that t ! 0 when L ! 1.
We need 1� U , which has a non-trivial scaling form

1� U / (tL1/⌫)�r
, (14)

where it has been argued that, in some cases, r = d⌫ = 3⌫
[22]. However, this result is based on subtle assumptions
and may not be generic [23]. As shown in SM [19], r =
1.52(2) 6= 3⌫ for the XY model.

The distance to the NG fixed point is, from Eq. (14)
and Eq. (11) with ⌫(2� yq) = 2⌫0q and g ⇡ 1;

d3 =
p

L�2r/⌫t�2r + L4t
4⌫0

q , (15)

and minimizing with respect to L leads to

D3 /
q
t2r(R�1) + t

4(⌫0
q�R⌫)

, L3 / t
�⌫R

, (16)

where R = (r+2⌫0q)/(r+2⌫). For the q = 6 case we then

have D3 / t
0.9(1) and L3 / t

�1.07(3). From the analysis
in Fig. 6 the exponents are 1.19(3) and �1.14(2), respec-
tively, in reasonable agreement with the prediction, again
considering that we have not included any scaling correc-
tions. The cross-over behavior around the NG point is
also the most intricate of all the regions in the way the
two length scales intermingle.
Discussion.—The standard finite-size scaling hypothe-

sis in the presence of a DIP (see, e.g., Ref. [24]) includes
only tL

1/⌫ and the irrelevant field hL
y in Eq. (1), which

is su�cient for extracting the critical exponents close to
Tc; up to |T � Tc| / L

�1/⌫ . As we have shown here with

the clock model, the other relevant variable tL1/⌫0
q is nec-

essary for describing the symmetry cross-over from U(1)
to Zq. By considering di↵erent necessary (for scaling)
limiting forms when the arguments are small or large, we
have quantitatively explained the entire MC RG flows.
The controversial relationship between ⌫

0
q and the scal-

ing dimension yq [8, 10–12, 20] involves an exponent p

associated with the initial formation of an e↵ective Zq

symmetric potential for the order parameter. Analytical
RG methods for related problems, e.g., the Sine-Gordon
model with a weak potential are indeed highly non-trivial
and sensitive to the type of approximation used [25]. In
our approach, p for a given system is obtained from nu-
merical data and can then be used to further understand-
ing of the subtle physics of the DIP. We have here con-
firmed numerically that p = 2 in the clock model [11, 12],
but this exponent is not necessarily universal—it may
depend on a combination of the finite-size properties of
the fixed point with the higher symmetry (here the well-
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tuations of the coarse-grained order parameter become
more uniform with increasing length scales. The “danger-
ous” aspect of the problem pertains to the ordered phase,
where the clock perturbation becomes relevant and the
symmetry crosses over from U(1) to Zq at the second
length scale ⇠0 (and on a more technical level to a non-
analytic scaling function of the DI field in the original
context were the concept was developed [27–29]).

In this paper we introduce a family of 2D quan-
tum clock models and investigate the expected emergent
U(1) symmetry previously studied extensively in classical
clock models. We analyze renormalization group (RG)
flows versus the system size of observables computed us-
ing quantum Monte Carlo (QMC) simulations, following
methods recently developed in a study of classical models
[47]. A schematic flow diagram is shown in Fig. 1. While
we find critical behavior with exponents compatible with
the 3D XY universality class, as expected [48, 49], we
also observe an intriguing violation of the expected rela-
tionship between the exponents ⌫ and ⌫0

q
, which govern,

respectively, the two divergent length scales ⇠ and ⇠0. To
elucidate this surprising aspect of the quantum systems,
we turn to spatially anisotropic 3D classical XY models,
where a stronger coupling in one dimension mimics the
imaginary time dimension of the quantum models [48].
Here we observe cross-overs between the behavior of the
isotropic model and that of the quantum models, sug-
gesting that anisotropy qualitatively alters the RG flow
of the DI perturbation in the ordered phase. We discuss
a potential role of topological line defects in this anoma-
lous renormalization of the clock perturbation.

In the remainder of this introductory section we pro-
vide some additional background and motivations for our
study. In Sec. IA we discuss recent interests in emergent
symmetries in quantum systems in the context of decon-
fined quantum critical points. In Sec. I B we describe
known facts on scaling behaviors related to emergent
U(1) symmetry. In Sec. I C we outline the organization
of the rest of the paper.

A. Emergent symmetries and deconfined criticality

The emergence and breaking of U(1) symmetry has
been observed in S = 1/2 J-Q quantum spin models on
the two-dimensional (2D) square and honeycomb lattices.
These models harbor a deconfined quantum critical point
separating Néel antiferromagnetic and VBS states break-
ing either Z4 (square lattice) [6, 7, 11, 31] or Z3 (hon-
eycomb lattice) [8, 32] symmetry. The Néel and VBS
phases correspond to condensed and confined phases, re-
spectively, of the deconfined spinons that exist as inde-
pendent objects only at the critical point [5]. The spinon
confinement scale in the VBS phase is related to the U(1)
length-scale ⇠0 [11, 50]. The most concrete manifesta-
tion of the second length scale may be in the width of a
domain wall separating domains with di↵erent VBS (or
classical clock) patterns [30, 50]. The related finite-size

scaling form of the energy density of a critical domain
wall exhibits puzzling di↵erences between classical clock
models and the J-Q model, which can be described phe-
nomenologically with a scaling function with two relevant
arguments if a certain limiting behavior is imposed when
the system size is taken to infinity [11].
The emergent U(1) symmetry has also been investi-

gated with 3D classical loop [10] and dimer models [14],
which are also argued to realize deconfined quantum criti-
cality. Signs of even higher symmetries, SO(5) and O(4),
of the combined Néel and VBS order parameters have
been observed in both the 2D quantum and 3D classical
e↵ective models [9, 12, 14, 51], including in the surpris-
ing context of first-order Néel–VBS transitions resem-
bling spin-flop transitions in O(N) models [16–18]. The
break-down of the higher symmetries inside the ordered
phases adjacent to the deconfined critical point should
also be governed by a second length scale.

B. Scaling of emergent U(1) symmetry

The detailed form of the divergence of the symmetry
cross-over scale ⇠0 is associated with subtleties even in
the prototypical classical 3D clock models. The conven-
tional correlation length ⇠ and the U(1) length (which
also grows with the number of clock directions q [38])
diverge as

⇠ ⇠ |t|�⌫ , (1a)

⇠0
q
⇠ t�⌫

0
q (t > 0), (1b)

where t = Tc � T is the distance to the critical tempera-
ture Tc and Eq. (1b) applies only to the ordered phase,
t > 0, as indicated. The relationship between ⌫ and
⌫0
q
follows from a two-stage renormalization procedure

[28, 29], where initially the system for small t > 0 flows
toward the U(1) symmetry breaking Nambu-Goldstone
(NG) fixed point before the clock perturbation becomes
relevant and the system crosses over and begins flowing
toward the Zq breaking clock fixed point.
In an early work, Chubukov et al. already derived what

turns out to be the correct exponent relationship [36],

⌫0 = ⌫

✓
1 +

|yq|
p

◆
, (2)

where yq < 0 is the scaling dimension of the irrelevant
clock field at the critical point and p = 2 was deter-
mined from the properties of the NG point. However, this
result appears to have been initially largely neglected,
and other relationships were also subsequently proposed
[37, 38]. More recent works have also arrived at Eq. (2)
with p = 2 [41, 44], but the same form with p = 3 was ar-
gued in Ref. [40]. Very recently it was shown that Eq. (2)
also follows from a generic scaling hypothesis with two
relevant scaling arguments, tL1/⌫ and tL1/⌫0

, but the
exponent p depends on the physics of the system in a
non-generic way [47]. A simple way to understand the

⌫ = 0.67175(1), ⌫0 = 1.52(4), yq = 2.55(6), p = 2
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the initial growth of �q for L > L⇤ arises when tL1/⌫ be-
comes su�ciently large in Eq. (10) to have a significant
first-order e↵ect, i.e., the form is �q ⇠ L�|yq|(1+atL1/⌫)
with a positive factor a such that a minimum forms. The
minimum value �6 approaches zero when t ! 0 as t�⌫|yq|

and is located at system size L⇤ ⇠ t�⌫ . Thus, there is a
crossover from the initial first-order increase of � to the
L2 behavior setting in at larger tL1/⌫ , where the pertur-
bative expansion of the scaling function �(x1, x2 ⇡ 0)
in x1 breaks down and Eq. (12) applies. The results in
Fig. 2 confirm these behaviors of Eqs. (10) and (12) with
p = 2, as well as the expectation that the overall range
of system sizes for which �6 / L2 is realized grows as
t decreases; with the scaling in Eq. (12), �q reaches an
O(1) value (for a cross-over to approach its ultimate value
�q = 1) at size L ⇠ t�⌫(2+|yq|)/2, which grows faster as
t ! 0 than the also growing size L⇤ ⇠ t�⌫ .

III. QUANTUM CLOCK MODEL

The 2D quantum clock models we introduce here can
be regarded as generalizations of the S = 1/2 transverse-
field Ising model (TFIM), with a q-state site degree of
freedom corresponding to angles ✓i as in the classical hard
clock model. To our knowledge, quantum clock models
have not been extensively studied in the past, except for
disorder e↵ects in a 1D version [56].

The form of the quantum fluctuations allows for
some flexibility even with a restriction to single-site o↵-
diagonal interactions Qi. We work in the basis where the
clock term is diagonal and write the Hamiltonian as

H = �s
X

hi,ji

cos(✓i � ✓j)� (1� s)
NX

i=1

Qi. (14)

For q = 2, the clock interaction is the ferromagnetic Ising
coupling of the TFIM, �s�z

i
�z

j
when written with Pauli

spin operators, while the o↵-diagonal terms can be taken
as a field in the x direction; Qi = �x

i
. For q > 2 (in

practice we will consider q = 5 and 6), we test three
simple choices for the o↵-diagonal interactions to show
that out results are robust to variations in the form of
the quantum fluctuations.

In practice, QMC simulations of the type we use here
(described in Appendix B) are restricted to models with
no positive o↵-diagonal matrix elements of H in the
chosen basis where the clock term is diagonal (otherwise
we encounter the ’sign problem’, where the MC weight
function is not positive definite [57]). Our choices are:

Model (1): h✓i|Qi|✓0ii = cos(✓i � ✓0
i
) + 1 only for

✓i � ✓0
i
= 2⇡/q and zero otherwise. This choice is most

clock-like as it allows only transitions to the directions
one step away from the current direction.

Model (2): h✓i|Qi|✓0ii = cos(✓i � ✓0
i
) + 1 with no con-

straint. This choice also provides clock-like fluctuations

as it provides lesser weight to large changes in direction.

Model (3): h✓i|Qi|✓0ii = 1/q with no constraint. This
choice is a Potts-like interaction in the imaginary time
direction (as we demonstrate in Sec. IVA) and contains
no notion of the periodicity of the clock degree of
freedom (though overall the model still has Zq symmetry
because of the diagonal term).

We simulate these three models using the stochastic se-
ries expansion (SSE) QMC method, generalizing an algo-
rithm for the TFIM [58] with modifications to the cluster
algorithm to improve e�ciency. The new cluster update
for q � 3 is described in Appendix B. The method deliv-
ers results free from any approximations and can reach
the low temperatures we need here to study the ground
state. We extract the quantum critical points sc for mod-
els (1)-(3) using the Binder cumulant Um, Eq. (6), of the
magnetization. Here ~m is diagonal in the simulations
and defined exactly as in the classical case, Eq. (5), but
with the summation restricted to a single layer at fixed
imaginary time. The expectation values hm2i and hm4i
are averaged over the time dimension and the ratio is
evaluated in post processing of the data. The inverse
temperature in the simulations is taken su�ciently large
(� / L) to ensure convergence to the ground state of all
quantities discussed here.
As expected, we find that the critical behavior matches

the expected 3D XY universality class. In Appendix C
we illustrate the determination of the critical coupling sc
and also show that the conventional critical exponents
⌫ and ⌘ (the anomalous dimension) are consistent with
their known 3D XY values [45, 59]. For reference we also
list the sc values for the di↵erent models. We here focus
on the emergent U(1) symmetry and the cross-over to Zq

inside the ordered phase.
Once again the U(1)-breaking Zq order parameter is

given by �q = hcos(q✓)i, where ✓ is now defined using the
magnetization ~m of a layer at fixed imaginary time ⌧ , as
explained above in the case of Um, with time averaging of
�q(⌧) also performed. We will consider other definitions
further below, with the global angle corresponding to the
full space-time volume as well as a line (single spin) in
the time dimension or a line of L spins within a plane.
Fig. 3 shows a flow diagram in the (Um,�6) plane for

model (2) with q = 6. Here the separatrix, ending at
Umc = 0.41(1), between the flows to the paramagnetic
and U(1) fixed points varies slightly among the three
models. It should be noted here that the critical value of
the Binder cumulant is not universal in the same strict
sense as critical exponents—for a given universality class,
the exact value Umc depends on boundary conditions and
the aspect ratio of the systems used to extrapolate to
infinite size [60, 61]. Quantum systems have e↵ectively
adjustable aspect ratios via the choice of the inverse tem-
perature �, the scale of which is set by a not necessar-
ily known velocity arising from the inherent space-time
anisotropy (in the mapping to classical systems discussed

Model ⟨θi|Qi|θi′⟩ Constraint Property
1 cos(θi − θi′) + 1 θi − θi′ = 2π/q most clock-like
2 cos(θi − θi′) + 1 No also clock-like
3 1/q No Potts-like
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FIG. 3. QMC flow diagram in the space of expectation values
(Um,�q) for the q = 6 quantum clock model Eq. (14) with ki-
netic terms of type (2). The critical point is at sc = 0.50149(6)
(determined using the method discussed in Appendix C). The
observed flows with increasing system size (here starting from
L = 2 and increasing the size in steps of �L = 2) for s < sc
(in the paramagnetic phase phase) and s > sc (in the ordered
phase) correspond to those shown schematically in Fig. 1 for
the classical 3D clock model with T > Tc and T < Tc, re-
spectively. The three �6 = 0 fixed points are marked with *
and the critical separatrix between flows to the paramagnetic
fixed point at (0, 0) and the Zq phase at (1, 1) is indicated
with the dashed curve through the points at sc. The Z6 fixed
point (1, 1) is above the upper edge of the graph.

in Sec. IVA). In 2D quantum spin models significant
variations in Umc have been observed with the chosen
ratio �/L between the inverse temperature and the sys-
tem length [62]. Thus, the critical cumulant value should
not be used to test the universality class. In Appendix C
we show examples of critical 3D XY scaling of the order
parameter of the quantum clock model. Here we focus on
the U(1)–Zq symmetry cross-over, which in Fig. 3 looks
like the expected schematic diagram in Fig. 1 and the pre-
vious MC results for the classical clock model with the
same q [47]. We proceed to investigate several aspects of
the RG flow quantitatively.

Tests of the scaling dimensions yq of the DI operator
for model (3) with q = 5 and 6 are shown in Fig. 4. This
version of the model is presented as we were able to gen-
erate the highest quality data for the finite-size scaling in
this case. Fig. 4(a) shows the flowing scaling dimension
defined using system size pairs (L, 2L), with the L de-
pendent exponent given (as demonstrated in Ref. [47]) by
�q data calculated either at the extrapolated infinite-size
critical point or at the flowing (L, 2L) cumulant crossing
points (the latter of which we use here);

� yq(L) =
1

ln(2)
ln

✓
�q(L)

�q(2L)

◆
. (15)

Fits to power laws in 1/L deliver L ! 1 values in close
agreement with those previously calculated using reliable
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FIG. 4. QMC results for the q = 5 and q = 6 quantum clock
models with o↵-diagonal terms of type (3). (a) Size dependent
scaling dimensions �y5 and �y6 calculated using Eq. (15) for
(L, 2L) data pairs at the corresponding Um crossing points.
The curves show fits of the data vs 1/L to the form �yq(L) =
a/Lb + |yq|, with the constants fixed to their known scaling
dimensions provided in Refs. [45, 47]. (b) The individual order
parameters �q vs system size at the L ! 1 extrapolated
critical points along with fit to two power laws, �q = a/L|yq |+
b/Lc, with with the same values of |yq| as in (a) and with the
correction exponent c > |yq|.

methods at the 3D XY fixed point [41, 45, 47], but with
rather large error bars. In Fig. 4(a) we therefore demon-
strate consistency with the known values (i.e., ability to
obtain sound data fits) by fixing the infinite-size values
and just optimizing the corrections. The decay of �q(L)
versus L is shown explicitly in Fig. 4(b). Here we have
again carried out fits with the known values of the ex-
ponents yq fixed and included a single finite-size correc-
tion. The inability of these fits to describe the data for
the smallest system sizes indicate significant higher-order
corrections that we have not included, as we here merely
wish to test the expected scaling at the higher end of the
range of available system sizes.

Having established that the conventional critical be-
havior of the clock perturbations indeed follows 3D XY
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phase) correspond to those shown schematically in Fig. 1 for
the classical 3D clock model with T > Tc and T < Tc, re-
spectively. The three �6 = 0 fixed points are marked with *
and the critical separatrix between flows to the paramagnetic
fixed point at (0, 0) and the Zq phase at (1, 1) is indicated
with the dashed curve through the points at sc. The Z6 fixed
point (1, 1) is above the upper edge of the graph.

in Sec. IVA). In 2D quantum spin models significant
variations in Umc have been observed with the chosen
ratio �/L between the inverse temperature and the sys-
tem length [62]. Thus, the critical cumulant value should
not be used to test the universality class. In Appendix C
we show examples of critical 3D XY scaling of the order
parameter of the quantum clock model. Here we focus on
the U(1)–Zq symmetry cross-over, which in Fig. 3 looks
like the expected schematic diagram in Fig. 1 and the pre-
vious MC results for the classical clock model with the
same q [47]. We proceed to investigate several aspects of
the RG flow quantitatively.

Tests of the scaling dimensions yq of the DI operator
for model (3) with q = 5 and 6 are shown in Fig. 4. This
version of the model is presented as we were able to gen-
erate the highest quality data for the finite-size scaling in
this case. Fig. 4(a) shows the flowing scaling dimension
defined using system size pairs (L, 2L), with the L de-
pendent exponent given (as demonstrated in Ref. [47]) by
�q data calculated either at the extrapolated infinite-size
critical point or at the flowing (L, 2L) cumulant crossing
points (the latter of which we use here);

� yq(L) =
1

ln(2)
ln

✓
�q(L)

�q(2L)

◆
. (15)

Fits to power laws in 1/L deliver L ! 1 values in close
agreement with those previously calculated using reliable
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FIG. 4. QMC results for the q = 5 and q = 6 quantum clock
models with o↵-diagonal terms of type (3). (a) Size dependent
scaling dimensions �y5 and �y6 calculated using Eq. (15) for
(L, 2L) data pairs at the corresponding Um crossing points.
The curves show fits of the data vs 1/L to the form �yq(L) =
a/Lb + |yq|, with the constants fixed to their known scaling
dimensions provided in Refs. [45, 47]. (b) The individual order
parameters �q vs system size at the L ! 1 extrapolated
critical points along with fit to two power laws, �q = a/L|yq |+
b/Lc, with with the same values of |yq| as in (a) and with the
correction exponent c > |yq|.

methods at the 3D XY fixed point [41, 45, 47], but with
rather large error bars. In Fig. 4(a) we therefore demon-
strate consistency with the known values (i.e., ability to
obtain sound data fits) by fixing the infinite-size values
and just optimizing the corrections. The decay of �q(L)
versus L is shown explicitly in Fig. 4(b). Here we have
again carried out fits with the known values of the ex-
ponents yq fixed and included a single finite-size correc-
tion. The inability of these fits to describe the data for
the smallest system sizes indicate significant higher-order
corrections that we have not included, as we here merely
wish to test the expected scaling at the higher end of the
range of available system sizes.

Having established that the conventional critical be-
havior of the clock perturbations indeed follows 3D XY

�q = aL�|yq| + bL�c
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phase) correspond to those shown schematically in Fig. 1 for
the classical 3D clock model with T > Tc and T < Tc, re-
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fixed point at (0, 0) and the Zq phase at (1, 1) is indicated
with the dashed curve through the points at sc. The Z6 fixed
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in Sec. IVA). In 2D quantum spin models significant
variations in Umc have been observed with the chosen
ratio �/L between the inverse temperature and the sys-
tem length [62]. Thus, the critical cumulant value should
not be used to test the universality class. In Appendix C
we show examples of critical 3D XY scaling of the order
parameter of the quantum clock model. Here we focus on
the U(1)–Zq symmetry cross-over, which in Fig. 3 looks
like the expected schematic diagram in Fig. 1 and the pre-
vious MC results for the classical clock model with the
same q [47]. We proceed to investigate several aspects of
the RG flow quantitatively.

Tests of the scaling dimensions yq of the DI operator
for model (3) with q = 5 and 6 are shown in Fig. 4. This
version of the model is presented as we were able to gen-
erate the highest quality data for the finite-size scaling in
this case. Fig. 4(a) shows the flowing scaling dimension
defined using system size pairs (L, 2L), with the L de-
pendent exponent given (as demonstrated in Ref. [47]) by
�q data calculated either at the extrapolated infinite-size
critical point or at the flowing (L, 2L) cumulant crossing
points (the latter of which we use here);

� yq(L) =
1

ln(2)
ln
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Fits to power laws in 1/L deliver L ! 1 values in close
agreement with those previously calculated using reliable
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FIG. 4. QMC results for the q = 5 and q = 6 quantum clock
models with o↵-diagonal terms of type (3). (a) Size dependent
scaling dimensions �y5 and �y6 calculated using Eq. (15) for
(L, 2L) data pairs at the corresponding Um crossing points.
The curves show fits of the data vs 1/L to the form �yq(L) =
a/Lb + |yq|, with the constants fixed to their known scaling
dimensions provided in Refs. [45, 47]. (b) The individual order
parameters �q vs system size at the L ! 1 extrapolated
critical points along with fit to two power laws, �q = a/L|yq |+
b/Lc, with with the same values of |yq| as in (a) and with the
correction exponent c > |yq|.

methods at the 3D XY fixed point [41, 45, 47], but with
rather large error bars. In Fig. 4(a) we therefore demon-
strate consistency with the known values (i.e., ability to
obtain sound data fits) by fixing the infinite-size values
and just optimizing the corrections. The decay of �q(L)
versus L is shown explicitly in Fig. 4(b). Here we have
again carried out fits with the known values of the ex-
ponents yq fixed and included a single finite-size correc-
tion. The inability of these fits to describe the data for
the smallest system sizes indicate significant higher-order
corrections that we have not included, as we here merely
wish to test the expected scaling at the higher end of the
range of available system sizes.

Having established that the conventional critical be-
havior of the clock perturbations indeed follows 3D XY�yq(L) = |yq|+ eL�k
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universality, we next carry out a scaling analysis of the
q = 6 models (1) and (2) in the vicinity of the NG point
where the Zq order begins to emerge. We check the hy-
pothesis that �q / Lp using several di↵erent definitions
of the Zq order parameter. The first definition, which we
already used above for the flow diagram and scaling anal-
ysis at sc, is a 2D quantity that we now denote by �2D,q.
It uses only a sum of L2 spins at a fixed value of the
imaginary time ⌧ (i.e., a 2D layer in the 3D space-time)
to define ~m(⌧) and from it the angle ✓(⌧). For a given
SSE configuration we further average �q(⌧) = cos[q✓(⌧)]
over many values of ⌧ to improve the statistics.

The second version of the order parameter, denoted by
�3D,q, uses all the spins in the entire SSE space-time to
define the global (2+1)D magnetization as

~M =
1

L2�

Z
�

0
d⌧ ~m(⌧), (16)

from which the angle ✓ is extracted and the order pa-
rameter calculated with it as above. In addition, we also
study one-dimensional definitions. For a time-like quan-
tity �1Dt,q, a coarse grained magnetization is defined for
a single site i by integrating the magnetization mi(⌧)
corresponding to the microscopic degree of freedom ✓i(⌧)
over imaginary time as in Eq. (16). An order parameter
�q(✓i) is then extracted from the angle ✓i of this mean
magnetization. For a similar space-like quantity, we sum
the magnetization over L spins on a horizontal line or
vertical line at fixed ⌧ . Translational invariance in space
and time is used to average these order parameters across
space-time.

To study the behavior of these quantities in the regime
where they are small but growing with L, we choose val-
ues of t = s � sc such that a large range of accessible
system sizes are in the desired regime. Results for both
types of order parameters and two types of quantum fluc-
tuations in the model are shown in Fig. 5. In contrast
to the classical clock model, Fig. 2, here the Zq order
parameter scales as L3 over a wide range of sizes in all
cases. The cross-over from the minimum value of �6 (dis-
cussed in connection with Fig. 2 in Sec. II E) implies some
transitional range of system sizes where the behavior is
tangentially / L2, but overall the L3 behavior appears
much more plausible. It is manifested particularly well
with the 3D version of the order parameter in model (2).

We next apply another technique for directly identify-
ing the critical cross-over exponent ⌫06 and check the re-
lationship between exponents in Eq. (2), to confirm the
required consequence of the unexpected p = 3 scaling
found above. As argued in Ref. [47] and also supported
by the earlier results in Ref. [41], when �q ! 1 Eq. (12)
can be reduced to

�q = 1� k(tL1/⌫0
q ), (17)

where k(x2) is a function such that k(x2 ! 1) ! 0.
The limiting value �q = 1 was already used in Sec. II C
to deduce the general exponent relation Eq. (2), which
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FIG. 5. Results for the 2D and 3D definitions of the Z6 order
parameter for model (1) of the quantum fluctuations in (a)
and model (2) in (b), in both cases slightly inside the ordered
phase. The control parameter t = s� sc = 0.05955 in (a) and
t = 0.0245 in (b). The solid lines correspond to fits in the
relevant size ranges to the form �6 = aL3. For reference, the
dashed lines show the form L2.

with p = 2 had previously been derived [36, 41, 44] by
invoking the Goldstone modes at the NG point. The
form Eq. (17) is required in order to analytically connect
the limits of �q ⌧ 1 and �q = 1 with a single scaling
function, Eq. (12). Thus, we should be able to extract
⌫0
q
from the regime where �q ⇡ O(1), and comparing the

result with Eq. (2) should require p = 3 based on the
analysis of the size dependence in the di↵erent regime
where �q ⌧ 1 in Fig. 5.
One can proceed in di↵erent ways to extract ⌫0

q
using

Eq. (17), e.g., by optimizing data collapse when graph-

ing �q(x) versus x = tL1/⌫0
q [41]. Here we follow the

approach of Ref. [47], where a constant c sets a horizon-
tal cut �q = c in the flow of �q(L) with L at fixed t. The
cut for a given t defines a system size Lc(t), as illustrated
in Fig. 6(a). Assuming the scaling form �q = f(x) ac-
cording to Eq. (17), we can Taylor expand f(x) about
any value of the control parameter x = x0, with a result
that we can simply write as �q = a+b(x�x0) with some

�q ⇠ Lpt⌫(p+|yq|)
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FIG. 6. Z6 order parameter analysis for the quantum clock
model with choice (2) of the quantum fluctuations. In (a) the
order parameter �2D,6 is graphed vs L for values of t = s� sc
ranging from t = 0.0245 (rightmost set, purple symbols) to
t = 0.0595 (leftmost set, blue symbols). Polynomial fits to
these data give sizes Lc(t) at which the order parameter takes
constant values c. Such Lc values extracted for c = 0.4, 0.5,
and 0.6 are graphed vs t in (b). The solid lines show fits
to the form Lc = at�↵3 , with ↵3 the exponent ⌫0

6 predicted
from Eq. (2) with the anomalous NG exponent p = 3, and
the dashed line is a fit with ↵2

constants a and b. In principle we can choose x0 such
that �(x0) = c, and then bx = b0 with b0 = bx0 + c� a,
from which we obtain

Lc(t) = Act
�⌫

0
q , (18)

with some constant Ac that depends on the choice of cut
value c. Thus, we can extract ⌫0

q
by fitting a power law

to a set of interpolated (i.e., not restricted to integers)
system sizes {Lc(t)} for di↵erent values of t. The form
Eq. (18) clearly just reflects the assumption that �q(t, L)

is a function of only tL1/⌫0
q , which in practice of course

should be expected to only hold asymptotically for large
Lc and small t. Deviations from the scaling form will be
reflected as corrections to Eq. (18). If the corrections are
small for system sizes and t values that can be reached in
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FIG. 7. The same kind of analysis as in Fig. 6 but for the 3D
version of the Z6 order parameter with quantum fluctuations
of type (2). The interpolated Lc values vs t for three cuts
�3D,6 = c have been fit (lines shown) to the form Lc = at�↵3 ,
with the predicted value of ↵3.

practice, we can obtain a reliable estimate for the value
of ⌫0

q
(with scaling corrections included in the analysis if

needed).
Given the ⌫, ⌫0 exponent relation in Eq. (2), the known

3D XY exponent ⌫ = 0.6717(1) [59], and the scaling di-
mension y6 = �2.509(7) of the q = 6 clock field, we can
predict the exponent ⌫06 for the expected NG exponent
p = 2 and also for the anomalous value p = 3 that we
found above. We denote by ↵p the expected value of ⌫06
corresponding to a given value of p; with the above XY
exponents we have ↵2 = 1.514(1) and ↵3 = 1.234(1). We
test the value of ⌫0

q
this way for quantum clock model

(2), using both the 2D and 3D definitions of the Zq order
parameter, which should be expected to exhibit the same
scaling behavior.

System sizes Lc(t) for several values of t are extracted
from the Z6 order parameter calculated for a series of
system sizes in Fig. 6(a), using the 2D order parameter
�2D,6 and cut lines at c = 0.4, 0.5, 0.6. We show a log-
log plot of the so obtained points Lc(t) in Fig. 6(b). For
all three values of c, we observe behaviors fully consistent
with the power law predicted when p = 3 (while p = 2 fits
cannot describe the data at all). We carried out the same
analysis for the 3D version �3D,6 of the order parameter
and graph results along with p = 3 fits in Fig. 7. Except
for the points for the largest t values graphed, these fits
work well and the trends in all data sets indicate small,
rapidly decaying scaling corrections to the expected p = 3
form as t decreases. Thus, in the case of version (2) of the
quantum clock model, we have shown consistent p = 3
scaling of �6 both in the initial growth form versus L
and in the t dependence of the length scale Lc when �6

approaches unity as the Zq fixed point is approached.
To confirm that this behavior is truly isotropic in

space-time, we also check the scaling using the line def-
initions of the Z6 order parameter. As shown in Fig. 8,
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mension y6 = �2.509(7) of the q = 6 clock field, we can
predict the exponent ⌫06 for the expected NG exponent
p = 2 and also for the anomalous value p = 3 that we
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corresponding to a given value of p; with the above XY
exponents we have ↵2 = 1.514(1) and ↵3 = 1.234(1). We
test the value of ⌫0
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(2), using both the 2D and 3D definitions of the Zq order
parameter, which should be expected to exhibit the same
scaling behavior.

System sizes Lc(t) for several values of t are extracted
from the Z6 order parameter calculated for a series of
system sizes in Fig. 6(a), using the 2D order parameter
�2D,6 and cut lines at c = 0.4, 0.5, 0.6. We show a log-
log plot of the so obtained points Lc(t) in Fig. 6(b). For
all three values of c, we observe behaviors fully consistent
with the power law predicted when p = 3 (while p = 2 fits
cannot describe the data at all). We carried out the same
analysis for the 3D version �3D,6 of the order parameter
and graph results along with p = 3 fits in Fig. 7. Except
for the points for the largest t values graphed, these fits
work well and the trends in all data sets indicate small,
rapidly decaying scaling corrections to the expected p = 3
form as t decreases. Thus, in the case of version (2) of the
quantum clock model, we have shown consistent p = 3
scaling of �6 both in the initial growth form versus L
and in the t dependence of the length scale Lc when �6

approaches unity as the Zq fixed point is approached.
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FIG. 8. Scaling analysis with the line versions of the Z6 order
parameter (spatial 1Ds and along imaginary time 1Dt) for
quantum fluctuations of type (2). The system sizes Lc are
extracted as in Fig. 6(a). Fits are shown to the form Lc =
at�↵3 with the predicted p = 3 exponent.

we find the same p = 3 governed growth of Lc for both
the space- and time-like line order parameters. Here we
have chosen the largest possible value of c for which the
size Lc can be consistently calculated using the available
computer resources; c = 0.6 for �1Dt,6 and c = 0.2 for
�1Ds,6.

To further test the universality of the p = 3 scaling, we
next turn to clock model (3) and carry out the same kind
of analysis. As shown in Fig. 9 for both the 2D and 3D
order parameters, the divergence of Lc with decreasing
t can also in this case be fitted to the power law with
exponent ↵3. In this model we also observe significant
scaling corrections, and the fit to a single power law only
works for the smallest values of t. In Fig. 9 we also show
fits with a constant added as a scaling correction, which
results in good fits for all the t values considered. The
correction is most likely a second power law with expo-
nent close to 0, but the fits shown (where the correction
exponent is 0) are already close to optimal. Here it is also
important to note that the expected behavior with expo-
nent ↵2 represents a faster divergence than exhibited by
the data for the smaller t values, and the observed scaling
corrections actually lead to an e↵ective exponent (defined
locally for some range of t) that moves further away from
↵2 and toward ↵3 as t decreases. We find it unlikely that
there would be yet another cross-over back to p = 2 be-
havior for smaller values of t than we have been able to
reach here.

The results presented here lead to the conclusion that
the U(1)–Zq cross-over is governed by a new exponent
p = 3 close to the NG point, and this is a universal feature
independent of the particular form of the kinetic terms in
the quantum clock model. The consistency of the scaling
behaviors observed with di↵erent (1D, 2D and 3D) def-
initions of the Zq order parameter further supports this
conclusion.
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FIG. 9. Scaling analysis of the 2D (a) and 3D (b) Z6 order
parameters for the clock model with choice (3) for the quan-
tum fluctuations. The t dependence of Lc is shown for three
di↵erent values of the cut parameter c, as in Fig. 5(b) and
Fig. 6. The solid lines show fits to the form Lc = at�↵3 with
the predicted p = 3 exponent and adjustable a, while the
dashed lines include a correction b; Lc = at�↵3 + b.

IV. ANISOTROPIC CLASSICAL CLOCK
MODELS

As the main purpose of this section is to better under-
stand the numerical results for the 2D quantum clock
model presented in Sec. III, we first demonstrate the
mapping of the quantum system to a 3D anisotropic clock
model using the Suzuki-Trotter formalism in Sec. IVA.
In Sec. IVB we present numerical results supporting a
p = 2 to p = 3 cross-over and a generalization of the
scaling form Eq. (12) of the �q order parameter

A. Quantum to Classical Mapping

We here carry out the mapping of the d = 2 dimen-
sional quantum system to an e↵ective classical system in
d + 1 = 3 dimensions based on the transfer matrix rep-

Model 2 ,2D

Model 2 ,3D

Model 2 ,1D

2

tuations of the coarse-grained order parameter become
more uniform with increasing length scales. The “danger-
ous” aspect of the problem pertains to the ordered phase,
where the clock perturbation becomes relevant and the
symmetry crosses over from U(1) to Zq at the second
length scale ⇠0 (and on a more technical level to a non-
analytic scaling function of the DI field in the original
context were the concept was developed [27–29]).

In this paper we introduce a family of 2D quan-
tum clock models and investigate the expected emergent
U(1) symmetry previously studied extensively in classical
clock models. We analyze renormalization group (RG)
flows versus the system size of observables computed us-
ing quantum Monte Carlo (QMC) simulations, following
methods recently developed in a study of classical models
[47]. A schematic flow diagram is shown in Fig. 1. While
we find critical behavior with exponents compatible with
the 3D XY universality class, as expected [48, 49], we
also observe an intriguing violation of the expected rela-
tionship between the exponents ⌫ and ⌫0

q
, which govern,

respectively, the two divergent length scales ⇠ and ⇠0. To
elucidate this surprising aspect of the quantum systems,
we turn to spatially anisotropic 3D classical XY models,
where a stronger coupling in one dimension mimics the
imaginary time dimension of the quantum models [48].
Here we observe cross-overs between the behavior of the
isotropic model and that of the quantum models, sug-
gesting that anisotropy qualitatively alters the RG flow
of the DI perturbation in the ordered phase. We discuss
a potential role of topological line defects in this anoma-
lous renormalization of the clock perturbation.

In the remainder of this introductory section we pro-
vide some additional background and motivations for our
study. In Sec. IA we discuss recent interests in emergent
symmetries in quantum systems in the context of decon-
fined quantum critical points. In Sec. I B we describe
known facts on scaling behaviors related to emergent
U(1) symmetry. In Sec. I C we outline the organization
of the rest of the paper.

A. Emergent symmetries and deconfined criticality

The emergence and breaking of U(1) symmetry has
been observed in S = 1/2 J-Q quantum spin models on
the two-dimensional (2D) square and honeycomb lattices.
These models harbor a deconfined quantum critical point
separating Néel antiferromagnetic and VBS states break-
ing either Z4 (square lattice) [6, 7, 11, 31] or Z3 (hon-
eycomb lattice) [8, 32] symmetry. The Néel and VBS
phases correspond to condensed and confined phases, re-
spectively, of the deconfined spinons that exist as inde-
pendent objects only at the critical point [5]. The spinon
confinement scale in the VBS phase is related to the U(1)
length-scale ⇠0 [11, 50]. The most concrete manifesta-
tion of the second length scale may be in the width of a
domain wall separating domains with di↵erent VBS (or
classical clock) patterns [30, 50]. The related finite-size

scaling form of the energy density of a critical domain
wall exhibits puzzling di↵erences between classical clock
models and the J-Q model, which can be described phe-
nomenologically with a scaling function with two relevant
arguments if a certain limiting behavior is imposed when
the system size is taken to infinity [11].
The emergent U(1) symmetry has also been investi-

gated with 3D classical loop [10] and dimer models [14],
which are also argued to realize deconfined quantum criti-
cality. Signs of even higher symmetries, SO(5) and O(4),
of the combined Néel and VBS order parameters have
been observed in both the 2D quantum and 3D classical
e↵ective models [9, 12, 14, 51], including in the surpris-
ing context of first-order Néel–VBS transitions resem-
bling spin-flop transitions in O(N) models [16–18]. The
break-down of the higher symmetries inside the ordered
phases adjacent to the deconfined critical point should
also be governed by a second length scale.

B. Scaling of emergent U(1) symmetry

The detailed form of the divergence of the symmetry
cross-over scale ⇠0 is associated with subtleties even in
the prototypical classical 3D clock models. The conven-
tional correlation length ⇠ and the U(1) length (which
also grows with the number of clock directions q [38])
diverge as

⇠ ⇠ |t|�⌫ , (1a)

⇠0
q
⇠ t�⌫

0
q (t > 0), (1b)

where t = Tc � T is the distance to the critical tempera-
ture Tc and Eq. (1b) applies only to the ordered phase,
t > 0, as indicated. The relationship between ⌫ and
⌫0
q
follows from a two-stage renormalization procedure

[28, 29], where initially the system for small t > 0 flows
toward the U(1) symmetry breaking Nambu-Goldstone
(NG) fixed point before the clock perturbation becomes
relevant and the system crosses over and begins flowing
toward the Zq breaking clock fixed point.
In an early work, Chubukov et al. already derived what

turns out to be the correct exponent relationship [36],

⌫0 = ⌫

✓
1 +

|yq|
p

◆
, (2)

where yq < 0 is the scaling dimension of the irrelevant
clock field at the critical point and p = 2 was deter-
mined from the properties of the NG point. However, this
result appears to have been initially largely neglected,
and other relationships were also subsequently proposed
[37, 38]. More recent works have also arrived at Eq. (2)
with p = 2 [41, 44], but the same form with p = 3 was ar-
gued in Ref. [40]. Very recently it was shown that Eq. (2)
also follows from a generic scaling hypothesis with two
relevant scaling arguments, tL1/⌫ and tL1/⌫0

, but the
exponent p depends on the physics of the system in a
non-generic way [47]. A simple way to understand the
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Eq. (27) to note is that increasing the quantum fluctua-
tion parameterized by [Kr]u,v reduces the corresponding
classical coupling J?(�✓), under the necessary condition
�⌧(1 � s)[Kr]u,v ⌧ 1 for the Suzuki-Trotter approxi-
mation to properly reproduce the quantum mechanics of
the system. We also note that, in classical systems the
anisotropy ratio is normally held constant, and �c is used
to drive the system through its thermal phase transition.
In the quantum model, the tuning parameter s appears in
front of both terms in the Hamiltonian Eq. (14). In the
corresponding classical model, not only does the e↵ec-
tive value of �c [the overall magnitude of both couplings
in Eqs. (23) and (27), which can be absorbed into �c]
change with s, but the ratio J?/Jk also changes. Thus,
the way the critical point is approached di↵ers between
the two cases, but this di↵erence is inconsequential when
studying critical scaling properties.

Even though the quantum system formally corre-
sponds to the extreme anisotropy limit of the classical
model, the physical anisotropy in the quantum model
is still finite because a given propagation time ⌧ cor-
responds to a divergent number, ⌧/�⌧ , of time slices.
Therefore, the velocity of excitations determining the
physical space-time anisotropy is finite. In the e↵ective
classical system, even an extreme anisotropy is irrelevant
in the conventional RG sense [48, 49] and the critical fixed
point remains that of the isotropic 3D XY model. Our re-
sults for the quantum clock model in Sec. III nevertheless
suggest that the anisotropy qualitatively a↵ects the re-
sponse of the system to the clock perturbation. The aim
of the analysis of the classical anisotropic model follow-
ing below is to systematically investigate the scaling of
the clock order parameter �q with increasing anisotropy,
to connect to the quantum limit and test whether the
new p = 3 scaling behavior found in Sec. III is indeed
realized as a consequence of anisotropy. As we will see,
even finite anisotropy appears to be relevant in changing
the nature of the U(1)–Zq cross-over.

In the analysis above, the number of time slices n is
also the number of classical layers, which, thus, should be
proportional to the inverse temperature � of the quan-
tum system (for a fixed small �⌧). Though formally the
mapping between the classical and quantum models can
become exact only in the limit of infinite anisotropy, in
practice the modification of the interactions if �⌧ is very
small but not zero are irrelevant. Thus, we expect that
the quantum model also eventually renormalizes to the
isotropic 3D XY fixed point, as we have also confirmed
numerically in Sec. III (though with the di↵erent symme-
try cross-over, which will be further elucidated below).
As the dynamic exponent z = 1 for the critical quantum
system, in our calculations we need to increase � with
the system size at least as � / L (as we did in our simu-
lations in Sec. III) and the asymptotic quantum-critical
scaling for L ! 1 is independent of the proportional-
ity factor chosen. The QMC simulations in Sec. III are
carried out directly in the limit n ! 1, since the SSE
[58, 91] method (with implementation for the quantum

clock models discussed in Appendix B) is based on an ex-
act representation of the imaginary-time continuum. In
the classical systems studied below, we will use n = L.

B. Monte Carlo Results

Following the analysis developed above, we define an
anisotropic clock model on a cubic system of linear size
L, with the following Hamiltonian:

H = �Jk
X

hi,jik

cos(✓i � ✓j)� J?
X

hi,ji?

cos(✓i � ✓j), (28)

where k (?) denotes nearest-neighbor bonds hi, ji in di-
rections corresponding to space (imaginary time). As the
quantum model is expected to correspond to J? � Jk,
we define both coupling constants using an anisotropy
parameter � 2 [0, 1):

J? = 1 + �, Jk = 1� �. (29)

In order to systematically investigate the e↵ects of
anisotropy we study a wide range of values of �. Studies
such as these of the critical behavior have been carried
out numerically for the Ising model [65], where it was
confirmed that the low-energy universal physics at the
phase transition is not a↵ected by the strength of the
anisotropy. There is no reason to doubt the irrelevance
of the anisotropy in the conventional critical behavior of
the XY model, and we indeed find consistency with 3D
XY exponents (which we will not discuss here), including
the Zq scaling dimensions yq. However, as we will see,
there are nevertheless qualitative e↵ects of anisotropy on
the emergent U(1) symmetry. We focus here on the case
q = 6 and study the behavior at T < Tc (with the Tc

values listed for all cases in Appendix C).
We begin by studying the initial growth of the order

parameter �6, as we did in Fig. 2 in the isotropic case.
As shown in Fig. 10(a), at � = 0.5 we find approxi-
mately �6 / L2 behavior after the cross-over from the
minimum value of �6 (discussed in the isotropic case in
Sec. II E). However, the results are not as convincing as
in the isotropic case, with what appears to be a cross-
over to yet another form of the L dependence before the
final approach to �6 = 1. The intermediate behavior can
be well fitted to the predicted general form with p = 3 in
Eq. (12), as we found in the case of the quantum clock
model in Sec. III.

It is important to note here that Eq. (12) automati-
cally sets the exponent governing the t dependence once
a value of p is chosen. This implies that individual fits
should not be performed for the di↵erent choices of t, and
only a common non-universal prefactor should be opti-
mized as we already did for the isotropic model in Fig. 2.
This is also the technique used in Fig. 10(a), where the
central data set (t = 0.097) was first fitted to extract the
overall proportionality constants c2 (c3) for p = 2 (3),
and these constants together with the t dependence in

H1 = �Jk
X

hi,jik

cos (✓i � ✓j)� J?
X

hi,ji?

cos (✓i � ✓j)

H2 = �Jk
X

hi,jik

cos (✓i � ✓j)� J?
X

hi,ji?

�
�✓i,✓j � 1

�
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FIG. 10. Scaling analysis of �6 as a function of system size for
the anisotropic clock model with � = 0.5 and several values
of t = Tc � T , shown in log-log plots. (a) Fits to the form
�6 = apL

pt⌫(p�yq), expected from Eq. (12) when g ⇡ 1, for
p = 2 (solid lines) and p = 3 (dashed lines). The factors ap

were determined for t = 0.097 using appropriate size ranges,
and the functions are plotted for all values of t with the same
constants a2 and a3. (b) The same data as in (a) fitted to
the cross-over form Eq. (30), where the fitted constants are
c2 = 0.008(1) and c3 = 0.0005(1).

Eq. (12) were then applied for all data sets. The good
agreement to several data sets for both the p = 2 and
p = 3 fits strengthens the conclusion that Eq. (12) pre-
dicts the L and t dependence.

If indeed we have di↵erent regions of p = 2 and p = 3,
the validity of the t dependence in both cases suggests
a cross-over originating from the argument x1 = tL1/⌫

of the function �(x1, x2) in Eq. (10). Instead of the
power law xa

1 generated when the argument is large in
Eq. (11), our numerical results strongly suggest a sum of
two di↵erent power laws, so that Eq. (12) is replaced by
(specifically for the powers p = 2 and p = 3 found here):

�q ⇠ (c2L
2t⌫(2+|yq|) + c3L

3t⌫(3+|yq|))g(tL1/⌫0
q ). (30)

With this form, which still conforms to the general scal-
ing form �(x1, x2) in Eq. (10), dominant L2 behavior is
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FIG. 11. Scaling of �6 as a function of system size for the
anisotropic clock model with � = 0.9 and two values of t,
shown on a log-log scale. Also shown are results for one value
of t for the model with Potts-like interaction, Eq. (31), in the
imaginary time direction. Common fits of the same type as in
Fig. 10 were carried out with the size exponent p = 3 in the
case of the clock-type coupling J? in the “time” dimension
(blue triangles and green circles). For the system with Potts-
like J? coupling (purple squares) fits with both p = 2 (dashed
line) and p = 3 (solid line) are shown. Note that the t values
for the two types of imaginary time couplings are not directly
comparable, as the e↵ect of changing t depends on the type
of interaction.

always guaranteed for some range of L if t is su�ciently
small, while for any t the L3 behavior eventually takes
over and persists until L ⇠ ⇠0

q
and �q ! 1.

In Fig. 10(b) we show a fit of the above form to all our
� = 0.5 data, assuming g(x2) = 1 in the relevant range of
(t, L). While the fits are not perfect for the smaller sizes,
as expected because of the cross-over behavior from the
region of the �q minimum (as in the case of the isotropic
model, Fig. 2), they clearly describe the p = 2 to p = 3
cross-over aspects of the L dependence. Indeed, where
the fits represent the data well, the behavior corresponds
to the regime where neither of the terms dominate, as
seen by comparing Figs. 10(a) and 10(b), and the good
fits persist until the cross-over when �6 approaches 1.
We will discuss phenomenological arguments for p = 3
asymptotics and the cross-over behavior in Sec. V, after
providing more evidence for the existence of p = 3 scaling
for stronger anisotropy.

The p = 3 behavior is seen more clearly at � = 0.9,
as shown in Fig. 11, where L2 behavior cannot even be
observed for any of the t values considered in the model
with the same type of clock interaction in all directions
(the blue triangles and green circles). An approximate
L3 behavior applies in these systems over a full order of
magnitude of system sizes.

It is also important here to consider other forms
of anisotropy, as the quantum to classical mapping in
Sec. IVA does not create exactly the same term in the

� = 0.9

<latexit sha1_base64="7Q+O+PcVDcIGyNp81ugsa8Bf3tk=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwFRKpqAuh6MZlBfuAtkiSTmvoNAnJpFBKcesPuNXPEv9A/8I74xTUIjohyZlzz7kz914v5kEqbPs1ZywsLi2v5FcLa+sbm1vF7Z16GmWJz2p+xKOk6bkp40HIaiIQnDXjhLlDj7OGN7iU8caIJWkQhTdiHLPO0O2HQS/wXUFUq81J2nXPbevstliyLVstcx44GpSgVzUqvqCNLiL4yDAEQwhBmMNFSk8LDmzExHUwIS4hFKg4wxQF8makYqRwiR3Qt0+7lmZD2sucqXL7dAqnNyGniQPyRKRLCMvTTBXPVGbJ/pZ7onLKu43p7+lcQ2IF7oj9yzdT/tcnaxHo4VTVEFBNsWJkdb7OkqmuyJubX6oSlCEmTuIuxRPCvnLO+mwqT6pql711VfxNKSUr977WZniXt6QBOz/HOQ/qR5ZTto6vy6XKhR51HnvYxyHN8wQVXKGKmur4I57wbFSNkTE17j+lRk57dvFtGQ8fV+WTAg==</latexit>

� = 0.9

<latexit sha1_base64="7Q+O+PcVDcIGyNp81ugsa8Bf3tk=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwFRKpqAuh6MZlBfuAtkiSTmvoNAnJpFBKcesPuNXPEv9A/8I74xTUIjohyZlzz7kz914v5kEqbPs1ZywsLi2v5FcLa+sbm1vF7Z16GmWJz2p+xKOk6bkp40HIaiIQnDXjhLlDj7OGN7iU8caIJWkQhTdiHLPO0O2HQS/wXUFUq81J2nXPbevstliyLVstcx44GpSgVzUqvqCNLiL4yDAEQwhBmMNFSk8LDmzExHUwIS4hFKg4wxQF8makYqRwiR3Qt0+7lmZD2sucqXL7dAqnNyGniQPyRKRLCMvTTBXPVGbJ/pZ7onLKu43p7+lcQ2IF7oj9yzdT/tcnaxHo4VTVEFBNsWJkdb7OkqmuyJubX6oSlCEmTuIuxRPCvnLO+mwqT6pql711VfxNKSUr977WZniXt6QBOz/HOQ/qR5ZTto6vy6XKhR51HnvYxyHN8wQVXKGKmur4I57wbFSNkTE17j+lRk57dvFtGQ8fV+WTAg==</latexit>

14

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

 1  1.2  1.4  1.6  1.8  2  2.2

(a)

lo
g

1
0
(φ

)

log10(L)

t=0.147
t=0.117
t=0.097
t=0.077
t=0.067

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

1 1.2 1.4 1.6 1.8 2 2.2

(b)

lo
g

1
0
(φ

)

log10(L)

t=0.147
t=0.117
t=0.097
t=0.077
t=0.067

FIG. 10. Scaling analysis of �6 as a function of system size for
the anisotropic clock model with � = 0.5 and several values
of t = Tc � T , shown in log-log plots. (a) Fits to the form
�6 = apL

pt⌫(p�yq), expected from Eq. (12) when g ⇡ 1, for
p = 2 (solid lines) and p = 3 (dashed lines). The factors ap

were determined for t = 0.097 using appropriate size ranges,
and the functions are plotted for all values of t with the same
constants a2 and a3. (b) The same data as in (a) fitted to
the cross-over form Eq. (30), where the fitted constants are
c2 = 0.008(1) and c3 = 0.0005(1).

Eq. (12) were then applied for all data sets. The good
agreement to several data sets for both the p = 2 and
p = 3 fits strengthens the conclusion that Eq. (12) pre-
dicts the L and t dependence.

If indeed we have di↵erent regions of p = 2 and p = 3,
the validity of the t dependence in both cases suggests
a cross-over originating from the argument x1 = tL1/⌫

of the function �(x1, x2) in Eq. (10). Instead of the
power law xa

1 generated when the argument is large in
Eq. (11), our numerical results strongly suggest a sum of
two di↵erent power laws, so that Eq. (12) is replaced by
(specifically for the powers p = 2 and p = 3 found here):

�q ⇠ (c2L
2t⌫(2+|yq|) + c3L

3t⌫(3+|yq|))g(tL1/⌫0
q ). (30)

With this form, which still conforms to the general scal-
ing form �(x1, x2) in Eq. (10), dominant L2 behavior is
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FIG. 11. Scaling of �6 as a function of system size for the
anisotropic clock model with � = 0.9 and two values of t,
shown on a log-log scale. Also shown are results for one value
of t for the model with Potts-like interaction, Eq. (31), in the
imaginary time direction. Common fits of the same type as in
Fig. 10 were carried out with the size exponent p = 3 in the
case of the clock-type coupling J? in the “time” dimension
(blue triangles and green circles). For the system with Potts-
like J? coupling (purple squares) fits with both p = 2 (dashed
line) and p = 3 (solid line) are shown. Note that the t values
for the two types of imaginary time couplings are not directly
comparable, as the e↵ect of changing t depends on the type
of interaction.

always guaranteed for some range of L if t is su�ciently
small, while for any t the L3 behavior eventually takes
over and persists until L ⇠ ⇠0

q
and �q ! 1.

In Fig. 10(b) we show a fit of the above form to all our
� = 0.5 data, assuming g(x2) = 1 in the relevant range of
(t, L). While the fits are not perfect for the smaller sizes,
as expected because of the cross-over behavior from the
region of the �q minimum (as in the case of the isotropic
model, Fig. 2), they clearly describe the p = 2 to p = 3
cross-over aspects of the L dependence. Indeed, where
the fits represent the data well, the behavior corresponds
to the regime where neither of the terms dominate, as
seen by comparing Figs. 10(a) and 10(b), and the good
fits persist until the cross-over when �6 approaches 1.
We will discuss phenomenological arguments for p = 3
asymptotics and the cross-over behavior in Sec. V, after
providing more evidence for the existence of p = 3 scaling
for stronger anisotropy.

The p = 3 behavior is seen more clearly at � = 0.9,
as shown in Fig. 11, where L2 behavior cannot even be
observed for any of the t values considered in the model
with the same type of clock interaction in all directions
(the blue triangles and green circles). An approximate
L3 behavior applies in these systems over a full order of
magnitude of system sizes.

It is also important here to consider other forms
of anisotropy, as the quantum to classical mapping in
Sec. IVA does not create exactly the same term in the
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FIG. 10. Scaling analysis of �6 as a function of system size for
the anisotropic clock model with � = 0.5 and several values
of t = Tc � T , shown in log-log plots. (a) Fits to the form
�6 = apL

pt⌫(p�yq), expected from Eq. (12) when g ⇡ 1, for
p = 2 (solid lines) and p = 3 (dashed lines). The factors ap

were determined for t = 0.097 using appropriate size ranges,
and the functions are plotted for all values of t with the same
constants a2 and a3. (b) The same data as in (a) fitted to
the cross-over form Eq. (30), where the fitted constants are
c2 = 0.008(1) and c3 = 0.0005(1).

Eq. (12) were then applied for all data sets. The good
agreement to several data sets for both the p = 2 and
p = 3 fits strengthens the conclusion that Eq. (12) pre-
dicts the L and t dependence.

If indeed we have di↵erent regions of p = 2 and p = 3,
the validity of the t dependence in both cases suggests
a cross-over originating from the argument x1 = tL1/⌫

of the function �(x1, x2) in Eq. (10). Instead of the
power law xa

1 generated when the argument is large in
Eq. (11), our numerical results strongly suggest a sum of
two di↵erent power laws, so that Eq. (12) is replaced by
(specifically for the powers p = 2 and p = 3 found here):

�q ⇠ (c2L
2t⌫(2+|yq|) + c3L

3t⌫(3+|yq|))g(tL1/⌫0
q ). (30)

With this form, which still conforms to the general scal-
ing form �(x1, x2) in Eq. (10), dominant L2 behavior is
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shown on a log-log scale. Also shown are results for one value
of t for the model with Potts-like interaction, Eq. (31), in the
imaginary time direction. Common fits of the same type as in
Fig. 10 were carried out with the size exponent p = 3 in the
case of the clock-type coupling J? in the “time” dimension
(blue triangles and green circles). For the system with Potts-
like J? coupling (purple squares) fits with both p = 2 (dashed
line) and p = 3 (solid line) are shown. Note that the t values
for the two types of imaginary time couplings are not directly
comparable, as the e↵ect of changing t depends on the type
of interaction.

always guaranteed for some range of L if t is su�ciently
small, while for any t the L3 behavior eventually takes
over and persists until L ⇠ ⇠0

q
and �q ! 1.

In Fig. 10(b) we show a fit of the above form to all our
� = 0.5 data, assuming g(x2) = 1 in the relevant range of
(t, L). While the fits are not perfect for the smaller sizes,
as expected because of the cross-over behavior from the
region of the �q minimum (as in the case of the isotropic
model, Fig. 2), they clearly describe the p = 2 to p = 3
cross-over aspects of the L dependence. Indeed, where
the fits represent the data well, the behavior corresponds
to the regime where neither of the terms dominate, as
seen by comparing Figs. 10(a) and 10(b), and the good
fits persist until the cross-over when �6 approaches 1.
We will discuss phenomenological arguments for p = 3
asymptotics and the cross-over behavior in Sec. V, after
providing more evidence for the existence of p = 3 scaling
for stronger anisotropy.

The p = 3 behavior is seen more clearly at � = 0.9,
as shown in Fig. 11, where L2 behavior cannot even be
observed for any of the t values considered in the model
with the same type of clock interaction in all directions
(the blue triangles and green circles). An approximate
L3 behavior applies in these systems over a full order of
magnitude of system sizes.

It is also important here to consider other forms
of anisotropy, as the quantum to classical mapping in
Sec. IVA does not create exactly the same term in the
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FIG. 10. Scaling analysis of �6 as a function of system size for
the anisotropic clock model with � = 0.5 and several values
of t = Tc � T , shown in log-log plots. (a) Fits to the form
�6 = apL

pt⌫(p�yq), expected from Eq. (12) when g ⇡ 1, for
p = 2 (solid lines) and p = 3 (dashed lines). The factors ap

were determined for t = 0.097 using appropriate size ranges,
and the functions are plotted for all values of t with the same
constants a2 and a3. (b) The same data as in (a) fitted to
the cross-over form Eq. (30), where the fitted constants are
c2 = 0.008(1) and c3 = 0.0005(1).

Eq. (12) were then applied for all data sets. The good
agreement to several data sets for both the p = 2 and
p = 3 fits strengthens the conclusion that Eq. (12) pre-
dicts the L and t dependence.

If indeed we have di↵erent regions of p = 2 and p = 3,
the validity of the t dependence in both cases suggests
a cross-over originating from the argument x1 = tL1/⌫

of the function �(x1, x2) in Eq. (10). Instead of the
power law xa

1 generated when the argument is large in
Eq. (11), our numerical results strongly suggest a sum of
two di↵erent power laws, so that Eq. (12) is replaced by
(specifically for the powers p = 2 and p = 3 found here):

�q ⇠ (c2L
2t⌫(2+|yq|) + c3L

3t⌫(3+|yq|))g(tL1/⌫0
q ). (30)

With this form, which still conforms to the general scal-
ing form �(x1, x2) in Eq. (10), dominant L2 behavior is
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FIG. 11. Scaling of �6 as a function of system size for the
anisotropic clock model with � = 0.9 and two values of t,
shown on a log-log scale. Also shown are results for one value
of t for the model with Potts-like interaction, Eq. (31), in the
imaginary time direction. Common fits of the same type as in
Fig. 10 were carried out with the size exponent p = 3 in the
case of the clock-type coupling J? in the “time” dimension
(blue triangles and green circles). For the system with Potts-
like J? coupling (purple squares) fits with both p = 2 (dashed
line) and p = 3 (solid line) are shown. Note that the t values
for the two types of imaginary time couplings are not directly
comparable, as the e↵ect of changing t depends on the type
of interaction.

always guaranteed for some range of L if t is su�ciently
small, while for any t the L3 behavior eventually takes
over and persists until L ⇠ ⇠0

q
and �q ! 1.

In Fig. 10(b) we show a fit of the above form to all our
� = 0.5 data, assuming g(x2) = 1 in the relevant range of
(t, L). While the fits are not perfect for the smaller sizes,
as expected because of the cross-over behavior from the
region of the �q minimum (as in the case of the isotropic
model, Fig. 2), they clearly describe the p = 2 to p = 3
cross-over aspects of the L dependence. Indeed, where
the fits represent the data well, the behavior corresponds
to the regime where neither of the terms dominate, as
seen by comparing Figs. 10(a) and 10(b), and the good
fits persist until the cross-over when �6 approaches 1.
We will discuss phenomenological arguments for p = 3
asymptotics and the cross-over behavior in Sec. V, after
providing more evidence for the existence of p = 3 scaling
for stronger anisotropy.

The p = 3 behavior is seen more clearly at � = 0.9,
as shown in Fig. 11, where L2 behavior cannot even be
observed for any of the t values considered in the model
with the same type of clock interaction in all directions
(the blue triangles and green circles). An approximate
L3 behavior applies in these systems over a full order of
magnitude of system sizes.

It is also important here to consider other forms
of anisotropy, as the quantum to classical mapping in
Sec. IVA does not create exactly the same term in the
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Eq. (12) were then applied for all data sets. The good
agreement to several data sets for both the p = 2 and
p = 3 fits strengthens the conclusion that Eq. (12) pre-
dicts the L and t dependence.

If indeed we have di↵erent regions of p = 2 and p = 3,
the validity of the t dependence in both cases suggests
a cross-over originating from the argument x1 = tL1/⌫

of the function �(x1, x2) in Eq. (10). Instead of the
power law xa

1 generated when the argument is large in
Eq. (11), our numerical results strongly suggest a sum of
two di↵erent power laws, so that Eq. (12) is replaced by
(specifically for the powers p = 2 and p = 3 found here):

�q ⇠ (c2L
2t⌫(2+|yq|) + c3L

3t⌫(3+|yq|))g(tL1/⌫0
q ). (30)

With this form, which still conforms to the general scal-
ing form �(x1, x2) in Eq. (10), dominant L2 behavior is
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Fig. 10 were carried out with the size exponent p = 3 in the
case of the clock-type coupling J? in the “time” dimension
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like J? coupling (purple squares) fits with both p = 2 (dashed
line) and p = 3 (solid line) are shown. Note that the t values
for the two types of imaginary time couplings are not directly
comparable, as the e↵ect of changing t depends on the type
of interaction.

always guaranteed for some range of L if t is su�ciently
small, while for any t the L3 behavior eventually takes
over and persists until L ⇠ ⇠0

q
and �q ! 1.

In Fig. 10(b) we show a fit of the above form to all our
� = 0.5 data, assuming g(x2) = 1 in the relevant range of
(t, L). While the fits are not perfect for the smaller sizes,
as expected because of the cross-over behavior from the
region of the �q minimum (as in the case of the isotropic
model, Fig. 2), they clearly describe the p = 2 to p = 3
cross-over aspects of the L dependence. Indeed, where
the fits represent the data well, the behavior corresponds
to the regime where neither of the terms dominate, as
seen by comparing Figs. 10(a) and 10(b), and the good
fits persist until the cross-over when �6 approaches 1.
We will discuss phenomenological arguments for p = 3
asymptotics and the cross-over behavior in Sec. V, after
providing more evidence for the existence of p = 3 scaling
for stronger anisotropy.

The p = 3 behavior is seen more clearly at � = 0.9,
as shown in Fig. 11, where L2 behavior cannot even be
observed for any of the t values considered in the model
with the same type of clock interaction in all directions
(the blue triangles and green circles). An approximate
L3 behavior applies in these systems over a full order of
magnitude of system sizes.

It is also important here to consider other forms
of anisotropy, as the quantum to classical mapping in
Sec. IVA does not create exactly the same term in the
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c2 = 0.008(1) and c3 = 0.0005(1).

Eq. (12) were then applied for all data sets. The good
agreement to several data sets for both the p = 2 and
p = 3 fits strengthens the conclusion that Eq. (12) pre-
dicts the L and t dependence.

If indeed we have di↵erent regions of p = 2 and p = 3,
the validity of the t dependence in both cases suggests
a cross-over originating from the argument x1 = tL1/⌫

of the function �(x1, x2) in Eq. (10). Instead of the
power law xa

1 generated when the argument is large in
Eq. (11), our numerical results strongly suggest a sum of
two di↵erent power laws, so that Eq. (12) is replaced by
(specifically for the powers p = 2 and p = 3 found here):

�q ⇠ (c2L
2t⌫(2+|yq|) + c3L

3t⌫(3+|yq|))g(tL1/⌫0
q ). (30)

With this form, which still conforms to the general scal-
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line) and p = 3 (solid line) are shown. Note that the t values
for the two types of imaginary time couplings are not directly
comparable, as the e↵ect of changing t depends on the type
of interaction.

always guaranteed for some range of L if t is su�ciently
small, while for any t the L3 behavior eventually takes
over and persists until L ⇠ ⇠0
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and �q ! 1.

In Fig. 10(b) we show a fit of the above form to all our
� = 0.5 data, assuming g(x2) = 1 in the relevant range of
(t, L). While the fits are not perfect for the smaller sizes,
as expected because of the cross-over behavior from the
region of the �q minimum (as in the case of the isotropic
model, Fig. 2), they clearly describe the p = 2 to p = 3
cross-over aspects of the L dependence. Indeed, where
the fits represent the data well, the behavior corresponds
to the regime where neither of the terms dominate, as
seen by comparing Figs. 10(a) and 10(b), and the good
fits persist until the cross-over when �6 approaches 1.
We will discuss phenomenological arguments for p = 3
asymptotics and the cross-over behavior in Sec. V, after
providing more evidence for the existence of p = 3 scaling
for stronger anisotropy.

The p = 3 behavior is seen more clearly at � = 0.9,
as shown in Fig. 11, where L2 behavior cannot even be
observed for any of the t values considered in the model
with the same type of clock interaction in all directions
(the blue triangles and green circles). An approximate
L3 behavior applies in these systems over a full order of
magnitude of system sizes.

It is also important here to consider other forms
of anisotropy, as the quantum to classical mapping in
Sec. IVA does not create exactly the same term in the
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were determined for t = 0.097 using appropriate size ranges,
and the functions are plotted for all values of t with the same
constants a2 and a3. (b) The same data as in (a) fitted to
the cross-over form Eq. (30), where the fitted constants are
c2 = 0.008(1) and c3 = 0.0005(1).

Eq. (12) were then applied for all data sets. The good
agreement to several data sets for both the p = 2 and
p = 3 fits strengthens the conclusion that Eq. (12) pre-
dicts the L and t dependence.

If indeed we have di↵erent regions of p = 2 and p = 3,
the validity of the t dependence in both cases suggests
a cross-over originating from the argument x1 = tL1/⌫

of the function �(x1, x2) in Eq. (10). Instead of the
power law xa

1 generated when the argument is large in
Eq. (11), our numerical results strongly suggest a sum of
two di↵erent power laws, so that Eq. (12) is replaced by
(specifically for the powers p = 2 and p = 3 found here):

�q ⇠ (c2L
2t⌫(2+|yq|) + c3L

3t⌫(3+|yq|))g(tL1/⌫0
q ). (30)

With this form, which still conforms to the general scal-
ing form �(x1, x2) in Eq. (10), dominant L2 behavior is
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Fig. 10 were carried out with the size exponent p = 3 in the
case of the clock-type coupling J? in the “time” dimension
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like J? coupling (purple squares) fits with both p = 2 (dashed
line) and p = 3 (solid line) are shown. Note that the t values
for the two types of imaginary time couplings are not directly
comparable, as the e↵ect of changing t depends on the type
of interaction.

always guaranteed for some range of L if t is su�ciently
small, while for any t the L3 behavior eventually takes
over and persists until L ⇠ ⇠0

q
and �q ! 1.

In Fig. 10(b) we show a fit of the above form to all our
� = 0.5 data, assuming g(x2) = 1 in the relevant range of
(t, L). While the fits are not perfect for the smaller sizes,
as expected because of the cross-over behavior from the
region of the �q minimum (as in the case of the isotropic
model, Fig. 2), they clearly describe the p = 2 to p = 3
cross-over aspects of the L dependence. Indeed, where
the fits represent the data well, the behavior corresponds
to the regime where neither of the terms dominate, as
seen by comparing Figs. 10(a) and 10(b), and the good
fits persist until the cross-over when �6 approaches 1.
We will discuss phenomenological arguments for p = 3
asymptotics and the cross-over behavior in Sec. V, after
providing more evidence for the existence of p = 3 scaling
for stronger anisotropy.

The p = 3 behavior is seen more clearly at � = 0.9,
as shown in Fig. 11, where L2 behavior cannot even be
observed for any of the t values considered in the model
with the same type of clock interaction in all directions
(the blue triangles and green circles). An approximate
L3 behavior applies in these systems over a full order of
magnitude of system sizes.

It is also important here to consider other forms
of anisotropy, as the quantum to classical mapping in
Sec. IVA does not create exactly the same term in the
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FIG. 12. Results for anisotropy � = 0.95. (a) �6 vs sys-
tem size for t ranging from t = 0.063 (rightmost set, purple
symbols) to t = 0.183 (leftmost set, red symbols). The lines
shown at �6 = 0.2 and 0.4 correspond to the cuts denoted c
in the text, for which a corresponding size Lc (and its sta-
tistical error) is defined such that �6(Lc) = c is obtained by
polynomial interpolation based on ⇡ 10 data points. (b) Ex-
tracted Lc values graphed vs t for the two cut values. The
lines show the form Lc = at�↵p with p = 2 (dashed lines)
and p = 3 (solid lines). The constant a was adjusted to fit
the data points for the larger (p = 2) and smaller (p = 3)
values of t.

imaginary time direction as the simplest clock model with
only Jk 6= J?. A Potts-like temporal interaction,

Ht = �J?
X

hi,ji?

(�✓i,✓j � 1), (31)

is of special importance, as it can be mapped faithfully
into the quantum case by following the derivations in
Sec. IVA, where the modified version of Eq. (27) will
lack the term cos �✓ in the denominator. For this model,
as shown in Fig. 11 for � = 0.9 (purple squares), we
observe a cross-over from L2 to L3 behavior, similar to
Fig. 10 for the conventional anisotropy of strength � =
0.5. These results show that the L2 to L3 cross-over
behavior is robust to the kind of interaction used in the

imaginary time direction and also suggest that the range
of validity of the �q ⇠ L3 scaling increases for higher
anisotropy.
We complete the study of the classical model with a

direct evaluation of ⌫0
q
using the size intercept method

discussed for the quantum clock model in Sec. III. As
shown for � = 0.95 in Fig. 12(b), Lc(t) points extracted
by interpolating within the data sets in Fig. 12(a) for two
di↵erent values of the cut �6 = c appear to both tend
to the expected power law with exponent ↵3 (i.e., the
predicted value of ⌫0

q
if p = 3) as t decreases. Fig. 12(b)

also shows that the behavior for larger t is approximately
a power law with the exponent ↵2. Thus, we have a
second manifestation of the p = 2 to p = 3 cross-over.
Following the arguments in Sec. II C, what matters

when relating the exponent ⌫0
q
to other exponents ac-

cording to Eq. (2) is the leading power law in L at fixed
t in the regime where Eq. (30) holds. According to our
findings above, this dominant power is indeed always L3

(before the eventual �q ! 1 saturation) even though an
L2 behavior can also be discerned for smaller systems if
the anisotropy is weak (as in Fig. 10). This proposition is
consistent with the form of the divergence of the length
scale Lc with decreasing t in Fig. 12(b), provided that
no further cross-over occurs there for even smaller values
of t. Given that we already observe a cross-over from
the behavior corresponding to p = 2 in Fig. 12(b) for
the larger t values, another cross-over from p = 3 back
to p = 2 appears unlikely. The dual power law behav-
ior versus t is not accessible for weaker anisotropy, due
to limitations on computational resources, as the cross-
over occurs at larger sizes and smaller t with decreasing
anisotropy.
Based on all the results presented here, we conclude

that systems with any non-zero anisotropy realize the
exponent relation Eq. (2) with the conventional NG ex-
ponent p = 2 changed to p = 3 by the anisotropy. For
weak anisotropy, various cross-over behavior take place
that can be explained by the two competing power laws
in Eq. (30), where we expect that the prefactor of the L3

term to increase with the anisotropy parameter �, as will
be discussed in more detail in the next section.

V. PHENOMENOLOGICAL JUSTIFICATION
FOR ANOMALOUS SCALING

In past work [40] it was argued that the exponent ⌫0
q

associated with p = 3 in Eq. (2) can be be generated by
considering the e↵ects of a finite correlation length ⇠ in
a large system. In this limit, the system can be viewed
as being made up of cubic ordered blocks of linear size ⇠.
It was argued that the depth of the e↵ective Zq potential
controlling the angular order parameter, which becomes
the scaling variable for the free energy, is controlled by
the number / L3 of such cubes. This intuition was de-
veloped for the isotropic case and is not supported by the
numerics giving p = 2 in this case [41, 47] (as also shown
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were determined for t = 0.097 using appropriate size ranges,
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c2 = 0.008(1) and c3 = 0.0005(1).

Eq. (12) were then applied for all data sets. The good
agreement to several data sets for both the p = 2 and
p = 3 fits strengthens the conclusion that Eq. (12) pre-
dicts the L and t dependence.

If indeed we have di↵erent regions of p = 2 and p = 3,
the validity of the t dependence in both cases suggests
a cross-over originating from the argument x1 = tL1/⌫

of the function �(x1, x2) in Eq. (10). Instead of the
power law xa

1 generated when the argument is large in
Eq. (11), our numerical results strongly suggest a sum of
two di↵erent power laws, so that Eq. (12) is replaced by
(specifically for the powers p = 2 and p = 3 found here):

�q ⇠ (c2L
2t⌫(2+|yq|) + c3L

3t⌫(3+|yq|))g(tL1/⌫0
q ). (30)

With this form, which still conforms to the general scal-
ing form �(x1, x2) in Eq. (10), dominant L2 behavior is
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FIG. 11. Scaling of �6 as a function of system size for the
anisotropic clock model with � = 0.9 and two values of t,
shown on a log-log scale. Also shown are results for one value
of t for the model with Potts-like interaction, Eq. (31), in the
imaginary time direction. Common fits of the same type as in
Fig. 10 were carried out with the size exponent p = 3 in the
case of the clock-type coupling J? in the “time” dimension
(blue triangles and green circles). For the system with Potts-
like J? coupling (purple squares) fits with both p = 2 (dashed
line) and p = 3 (solid line) are shown. Note that the t values
for the two types of imaginary time couplings are not directly
comparable, as the e↵ect of changing t depends on the type
of interaction.

always guaranteed for some range of L if t is su�ciently
small, while for any t the L3 behavior eventually takes
over and persists until L ⇠ ⇠0

q
and �q ! 1.

In Fig. 10(b) we show a fit of the above form to all our
� = 0.5 data, assuming g(x2) = 1 in the relevant range of
(t, L). While the fits are not perfect for the smaller sizes,
as expected because of the cross-over behavior from the
region of the �q minimum (as in the case of the isotropic
model, Fig. 2), they clearly describe the p = 2 to p = 3
cross-over aspects of the L dependence. Indeed, where
the fits represent the data well, the behavior corresponds
to the regime where neither of the terms dominate, as
seen by comparing Figs. 10(a) and 10(b), and the good
fits persist until the cross-over when �6 approaches 1.
We will discuss phenomenological arguments for p = 3
asymptotics and the cross-over behavior in Sec. V, after
providing more evidence for the existence of p = 3 scaling
for stronger anisotropy.

The p = 3 behavior is seen more clearly at � = 0.9,
as shown in Fig. 11, where L2 behavior cannot even be
observed for any of the t values considered in the model
with the same type of clock interaction in all directions
(the blue triangles and green circles). An approximate
L3 behavior applies in these systems over a full order of
magnitude of system sizes.

It is also important here to consider other forms
of anisotropy, as the quantum to classical mapping in
Sec. IVA does not create exactly the same term in the

� = 0.95

<latexit sha1_base64="E9KSf+SPYlBywVjdRKmILHTYAPI=">AAAC0HicjVHLSsNAFD2Nr1pfVZdugkVwFRJpURdC0Y3LKvYBbZFkOq2heZlMxFJE3PoDbvWrxD/Qv/DOGEEtohOSnDn3nDNzZ5zIcxNhmi85bWp6ZnYuP19YWFxaXimurjWSMI0Zr7PQC+OWYyfccwNeF67weCuKue07Hm86wyNZb17xOHHD4EyMIt717UHg9l1mC6K6HY+kPfvANPYrhfNiyTRMNfRJYGWghGzUwuIzOughBEMKHxwBBGEPNhJ62rBgIiKuizFxMSFX1TluUCBvSipOCpvYIX0HNGtnbEBzmZkoN6NVPHpjcurYIk9IupiwXE1X9VQlS/a37LHKlHsb0d/JsnxiBS6I/cv3qfyvT/Yi0Mee6sGlniLFyO5YlpKqU5E71790JSghIk7iHtVjwkw5P89ZV55E9S7P1lb1V6WUrJyzTJviTe6SLtj6eZ2ToLFjWGWjclIuVQ+zq85jA5vYpvvcRRXHqKFO2Zd4wCOetFPtWrvV7j6kWi7zrOPb0O7fAUCVk1U=</latexit>

Lcross / t�⌫0
q

<latexit sha1_base64="E5xxCL8TfKeaCgQaMHQyafOdAUg=">AAAC6nicjVHLLgRBFD3a+z1Y2nRMJDYmPTLCUthYWJAYJIZJdylUdHe1qmqJdOYL7OzE1g/Y8iHiD/gLt0pLPCJUp7tPnXvPqbr3RlkstAmC5y6vu6e3r39gcGh4ZHRsvDIxuaNlrhhvMhlLtReFmsci5U0jTMz3MsXDJIr5bnS2ZuO7F1xpIdNtc5nxgyQ8ScWxYKEhql2Z3WgXTEmtO61MycxI3xwW8600b58fFkSJhHc6frtSDWqBW/5PUC9BFeXalJUntHAECYYcCThSGMIxQmh69lFHgIy4AxTEKULCxTk6GCJtTlmcMkJiz+h7Qrv9kk1pbz21UzM6JaZXkdLHLGkk5SnC9jTfxXPnbNnfvAvnae92Sf+o9EqINTgl9i/dR+Z/dbYWg2MsuxoE1ZQ5xlbHSpfcdcXe3P9UlSGHjDiLjyiuCDOn/Oiz7zTa1W57G7r4i8u0rN2zMjfHq70lDbj+fZw/wc5Crd6oLW41qiur5agHMI0ZzNE8l7CCdWyiSd5XuMcDHr3Yu/ZuvNv3VK+r1Ezhy/Lu3gCjjJ+I</latexit>

� = 0.95

<latexit sha1_base64="E9KSf+SPYlBywVjdRKmILHTYAPI=">AAAC0HicjVHLSsNAFD2Nr1pfVZdugkVwFRJpURdC0Y3LKvYBbZFkOq2heZlMxFJE3PoDbvWrxD/Qv/DOGEEtohOSnDn3nDNzZ5zIcxNhmi85bWp6ZnYuP19YWFxaXimurjWSMI0Zr7PQC+OWYyfccwNeF67weCuKue07Hm86wyNZb17xOHHD4EyMIt717UHg9l1mC6K6HY+kPfvANPYrhfNiyTRMNfRJYGWghGzUwuIzOughBEMKHxwBBGEPNhJ62rBgIiKuizFxMSFX1TluUCBvSipOCpvYIX0HNGtnbEBzmZkoN6NVPHpjcurYIk9IupiwXE1X9VQlS/a37LHKlHsb0d/JsnxiBS6I/cv3qfyvT/Yi0Mee6sGlniLFyO5YlpKqU5E71790JSghIk7iHtVjwkw5P89ZV55E9S7P1lb1V6WUrJyzTJviTe6SLtj6eZ2ToLFjWGWjclIuVQ+zq85jA5vYpvvcRRXHqKFO2Zd4wCOetFPtWrvV7j6kWi7zrOPb0O7fAUCVk1U=</latexit>

⌫0q(p = 2)

<latexit sha1_base64="HkheV3AaJSwQBeiuYVXCsH/YR/w=">AAACznicjVHLSsNAFD2Nr1pfVZdugkWsm5KUim6EohuXFewD2lKS6bQG8zKZFEopbv0Bt/pZ4h/oX3hnTEEtohOSnDn3nDtz77VD14mFYbxmtIXFpeWV7GpubX1jcyu/vdOIgyRivM4CN4hathVz1/F5XTjC5a0w4pZnu7xp317IeHPEo9gJ/GsxDnnXs4a+M3CYJYhqd/ykd3dYDM/KR718wSgZaunzwExBAemqBfkXdNBHAIYEHjh8CMIuLMT0tGHCQEhcFxPiIkKOinNMkSNvQipOCovYW/oOaddOWZ/2Mmes3IxOcemNyKnjgDwB6SLC8jRdxROVWbK/5Z6onPJuY/rbaS6PWIEbYv/yzZT/9claBAY4VTU4VFOoGFkdS7Mkqivy5vqXqgRlCImTuE/xiDBTzlmfdeWJVe2yt5aKvymlZOWepdoE7/KWNGDz5zjnQaNcMiul46tKoXqejjqLPeyjSPM8QRWXqKGuOv6IJzxrNW2kTbX7T6mWST27+La0hw/xApLX</latexit>

⌫0q(p = 3)

<latexit sha1_base64="Y/S5z6kzLHEFcP/wOrljZ8ID+SI=">AAACznicjVHLSsNAFD2Nr/quunQTLGLdlEQruhGKblxWsA9oS0mm0xqal8mkUEpx6w+41c8S/0D/wjtjCmoRnZDkzLnn3Jl7rx26TiwM4zWjzc0vLC5ll1dW19Y3NnNb27U4SCLGqyxwg6hhWzF3HZ9XhSNc3ggjbnm2y+v24FLG60MexU7g34hRyNue1fednsMsQVSz5Sedu4NCeH582MnljaKhlj4LzBTkka5KkHtBC10EYEjggcOHIOzCQkxPEyYMhMS1MSYuIuSoOMcEK+RNSMVJYRE7oG+fds2U9Wkvc8bKzegUl96InDr2yROQLiIsT9NVPFGZJftb7rHKKe82or+d5vKIFbgl9i/fVPlfn6xFoIczVYNDNYWKkdWxNEuiuiJvrn+pSlCGkDiJuxSPCDPlnPZZV55Y1S57a6n4m1JKVu5Zqk3wLm9JAzZ/jnMW1I6KZql4cl3Kly/SUWexiz0UaJ6nKOMKFVRVxx/xhGetog21iXb/KdUyqWcH35b28AHzY5LY</latexit>



• Z(q) field in the clock model is a dangerously irrelevant field; 
• Two length scale scaling function can describe all the 

renormalization stages; 
• Unconventional U(1) to Zq cross-over found in quantum and 

anisotropic classical clock models, and further understanding 
needed for scaling power p=3; 

• Discussions based on O(2) case should apply to O(n); 
• Closely related to the deconfined quantum phase transition of 

the JQ model. (Anders on Friday)

Conclusions


